
PRIMAL-DUAL CUTTING-PLANE METHOD FOR

DISTRIBUTED DESIGN

a dissertation

submitted to the department of electrical engineering

and the committee on graduate studies

of stanford university

in partial fulfillment of the requirements

for the degree of

doctor of philosophy

Alessandro Magnani

December 2006



c© Copyright by Alessandro Magnani 2007

All Rights Reserved

ii



I certify that I have read this dissertation and that, in my opinion, it is fully adequate

in scope and quality as a dissertation for the degree of Doctor of Philosophy.

(Stephen P. Boyd)
Principal Adviser

I certify that I have read this dissertation and that, in my opinion, it is fully adequate

in scope and quality as a dissertation for the degree of Doctor of Philosophy.

(Mark A. Horowitz)

I certify that I have read this dissertation and that, in my opinion, it is fully adequate

in scope and quality as a dissertation for the degree of Doctor of Philosophy.

(Sanjay Lall)

Approved for the University Committee on Graduate Studies.

iii



iv



Abstract

This thesis studies aspects of convex optimization for design. In particular we consider

the problem of designing a complex system formed from a number of subsystems. Each

subsystem represents a soft design, i.e., a system that is not completely specified, or can

be configured in different ways. The design problem is to coordinate the subsystems in

order to achieve a given global specification. There are two major parts of this thesis.

The first part introduces a new framework and algorithm that, under certain condi-

tions, optimally solves the design problem. We call this new algorithm the primal-dual

cutting-plane method. We describe the properties of this algorithm and we demonstrate

with examples the generality of this framework.

The second part introduces new algorithms that can be used to generate high-level

models of subsystems for use in this design framework. In particular we address the

problem of fitting data (perhaps obtained from simulations or complex models) with

piecewise-linear or polynomial convex functions. Moreover we show other techniques

that allow us to generate high-level models for use in this framework. We will also

describe other possible applications of these algorithms.
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Chapter 1

Introduction and overview

In this thesis we consider the problem of designing a complex system formed by a num-

ber of subsystems. Each subsystem can design itself given specifications and needs to

satisfy a number of constraints imposed by the system. The goal is to find a design for

each subsystem so that the constraints are satisfied and the system meets some global

specifications.

In the first part of the thesis we introduce a new framework and a new algorithm

to solve this design problem. In the second part of the thesis we address the problem

of creating models for the subsystems starting from data or equations describing the

subsystems.

1.1 The design problem

We consider a generic system formed by k subsystems. Each subsystem represents a soft

design, i.e., a system that is not completely specified, or can be configured in different

ways. For example, a subsystem might represent a family of amplifiers, each with a

different gain, power, area, noise power, input capacitance, and so on. The details of

each design are private to the subsystem; only the interface variables are available outside

the subsystem. For our amplifier example, the specific circuit design is private to the

subsystem; its specifications, that matter to the surrounding system, are exported. For

subsystem i we call xi ∈ Rni the vector of interface variables and Xi the set of feasible

interface variables. In other words xi ∈ Xi if and only if subsystem i includes a design

with interface variables xi.

1



2 CHAPTER 1. INTRODUCTION AND OVERVIEW

The subsystems need to satisfy a set of constraints. For example, some of the con-

straints come from the fact that the subsystems share some common resources, or have

electrical connections or need to meet some global specifications. We can assume without

loss of generality that all the constraints are linear and can therefore be written as

k
∑

i=1

Fixi = g.

We will show later why this assumption is not restrictive.

The design problem is to find interface variables that are feasible for all the sub-

systems and satisfy the constraints
∑k

i=1 Fixi = g. We can therefore write the design

problem as

find x

subject to xi ∈ Xi, i = 1, . . . , k
∑k

i=1 Fixi = g.

(1.1)

This problem can describe a large variety of design problems and it is in general hard

to solve. We will therefore only consider the situation where the sets Xi are convex.

Practically it has been shown that many subsystems have set Xi convex at least after a

change of coordinates [dMH02, HBL98, BK05]. Under this assumption the problem is

a convex problem [BV04] and can be solved efficiently. For example, if the sets Xi are

polyhedral the problem becomes a linear program [BV04].

In this thesis we are interested in the situation where we are not given a complete

description of the sets Xi but we can only get information on them using an oracle.

An oracle is a simple way of getting information about Xi. For example, an oracle

can be queried with a point x̂ and it checks if the point belongs to the set Xi or not.

Therefore the oracle gives localization information regarding the set X . In the framework

we present in this thesis, each subsystem has two oracles that we call primal and dual

oracle. The primal oracles checks if a point x̂ belongs to the set X . If the point doesn’t

belong to the set, it returns a halfspace that contains X and not the point x̂. The dual

oracle checks if a given halfspace contains the set X . If the halfspace doesn’t contain X ,

the dual oracle returns a point in the set that is not in the halfspace.

The goal is to coordinate between subsystems to find a solution to problem (1.1),

by only using the information provided by the oracles of the subsystems. We call this

design problem distributed design.
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In practice this problem is usually solved by a manual iterative process where at each

iteration a new set of interface variables for each subsystem is created and then tested

to see if it achieves the given global specification. If some of the constraints cannot be

met, a new set of specifications is derived and this process is repeated until a feasible

design is found. Usually the new set of specifications is obtained by the designer using

his experience and the information gathered while designing each subsystem.

In chapter 2 we introduce a framework and an algorithm that allows us to solve the

distributed design problem efficiently. In particular, we will precisely define the oracles

and we will introduce a new algorithm called primal-dual cutting-plane method that

either finds a globally optimal design or certifies the infeasibility of the design problem.

One reason for doing distributed design is the ability to solve large design prob-

lems [BT89]. In fact, by splitting the system in smaller subsystems we can distribute

the computation cost and solve larger problems. Another reason is the ability to encap-

sulate subsystems. In fact, in this framework, as long as a subsystem has the specified

interface, it can be swapped or re-used in many different designs. We can also easily

design a system where the internal models of each subsystems are different. The goal of

a designer in this framework is therefore to create soft designs that provides the correct

interface for each of the subsystems.

1.2 Model creation and convex data fitting

In the second part of this thesis, we study the problem of creating suitablemodels for the

subsystems to be used in this framework. We will first address the problem of creating

the oracles of the subsystems if we are given a mathematical description of the subsystem.

We will also consider the problem of estimating the set X if we are only given a set of

points in the set X , possibly on its boundary. This situation can occur if, for example, we

are gathering information on a subsystem by performing simulations. Each simulation

result corresponds to a design and therefore a point in X . Given these points, we would

like to fit them using a family of functions, in order to have an approximation of the

set X . We can then use this fit as a description of the subsystem’s feasible set. We will

describe exactly what we mean by fitting data points.

Chapter 3 shows how given a mathematical representation of the subsystem we can

create the interface for the subsystems (oracles). In particular we consider the case
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where the design of a subsystem is carried out using a convex optimization problem.

In this case we will show the relationship that exists between the dual variables of the

optimization problem [BV04] and the subsystem’s interface. Moreover we will show how

to create the interface for a subsystem, in the case where the feasible set is described

either as the sublevel set or the epigraph of some given function.

In chapter 4 and chapter 5, we introduce two new algorithms that can be used to

create models for subsystems from given data perhaps obtained from simulations or

complex models. In particular the two algorithms allow us to fit data with a convex

function. The obtained fit together with the techniques of chapter 3, can then be used

to create a subsystem model.

In chapter 4 we present a new algorithm that fit data using convex piecewise-linear

functions. In particular given data

(u1, y1), . . . , (um, ym) ∈ Rn × R

we would like to fit them with a convex piecewise-linear function f : Rn → R from some

set F of candidate functions. The problem is

minimize J(f) =
∑m

i=1(f(ui) − yi)
2

subject to f ∈ F ,

with variable f . We will consider the case where f is given by

f(x) = max{aT
1 x+ b1, . . . , a

T
k x+ bk},

and we will also consider a more general form of a convex piecewise-linear function. We

will introduce new heuristic algorithms for this problem.

In chapter 5 we introduce an algorithm to fit data using convex polynomials. In

particular given data

(u1, y1), . . . , (um, ym)

we want to solve the problem

minimize
∑m

i=1(f(ui) − yi)
2

subject to f is convex,
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where f is a polynomial with the form

f = c1p1 + · · · + cwpw,

and the pi are given polynomials. We will also introduce a heuristic to approximate a

set of data using the sublevel set of polynomials. In particular the problem is

minimize volume(P )

subject to P = {x | f(x) ≤ 1}
ui ∈ P i = 1, . . . ,m,

P is convex.

In chapters 4, and 5, we will also show other possible applications of these algorithms

and we will demonstrate them with examples. In particular these algorithms can be also

used to do LP modeling, to simplify convex functions and to create equations compatible

with geometric programming.

1.3 Contribution of this thesis

In Chapter 2, the framework the the algorithm are new. The convergence result and the

analytical cutting-plane method are based on the standard results [Ye97, BV04].

In Chapter 4, the algorithms presented are new. Chapter 4 is based on the paper

A. Magnani, and S. Boyd. Convex Piecewise-Linear Fitting. Under review in

Optimization and Engineering.

In Chapter 5, the algorithms presented are new. They were originally presented in

A. Magnani, S. Lall and S. Boyd. Tractable fitting with convex polynomials via

sum-of-squares . In proceedings of Conference on Decision and Controls, 2005.





Chapter 2

Primal-dual cutting-plane method

2.1 Introduction

In this chapter we first describe a new framework (§2.2) for convex distributed design.

We define the oracles which are the only interface between subsystems and we define the

form of the constraints between subsystems. We also state all the assumptions that need

to be satisfied by the subsystems and the system. We also define the design problem

that we would like to solve in §2.3. We then describe a class of algorithms (cutting-plane

methods) that allow us to solve convex feasibility problems. We then introduce (§2.4)

the primal-dual cutting-plane method that can be viewed as a improvements of the above

mentioned algorithms, that can efficiently solve the distributed design problem. Finally

we show two examples of how this framework can be used to solve design problems in

practice. We will consider two examples from digital and analog circuit design but the

framework can also be used in other fields as well.

2.1.1 Previous work

For a recent survey of relevant work on automated design, see [GME05]. In the flat

methodology, the design of the entire system is carried out at the same time, designing

each component and subsystem in one large optimization problem. This can be done

by repeatedly simulating the system [KPRC99] or by deriving convex approximate con-

straints, which are then solved with a convex solver [dMH02]. Another approach is called

the top-down constrained driven methodology [VCBS04, CCC+97, DGS+96, DDNAV04].

These methods traverse the design from the highest level design specifications down to

7



8 CHAPTER 2. PRIMAL-DUAL CUTTING-PLANE METHOD

the design of the lowest level subsystems in the system hierarchy. At each step a set of

specifications is chosen for the lower level subsystems and the optimization is then per-

formed at the lower level using this set of specifications. If this fails, the algorithm must

relax the specifications from the previous step and try again. Designs using this approach

have been reporting using simulated annealing [AWV05] to perform the optimization.

The next approach is the so called bottom-up with top-down constrained driven

methodology [HS96, SGA03, BJV03, BNV05]. This methodology is similar to the pre-

vious one but in this one the top down methodology follows a first step in which the

feasibility problem of deciding the feasibility of the design is addressed in a bottom up

fashion. In this methodology each subsystem in the first phase of the design can be

queried with a set of specifications and returns true if the design is feasible and false

vice versa. Using a bottom up algorithm it is possible to find a feasible design for each

subsystem. This technique is similar to our proposed approach, except that we will

require a cutting-plane to be returned when a set of specifications in infeasible. (This

allows us to drive the overall design first to feasibility, and the optimality.) Yet another

methodology we mention is the so-called multi-objective bottom-up technique [EMG05],

which proceeds in a bottom up fashion using a genetic algorithm. At each step the design

of a subsystem is chosen from a library of Pareto optimal designs.

Multidisciplinary design optimization (MDO) is an enabling methodology for the de-

sign of complex system, the physics of which involve coupling between various interacting

subsystems. The underlying focus of MDO methodology is to develop formal procedure

for exploiting the coupling in the problem at every stage of the design process. A review

of the state of the art in MDO can be found in [SH97]. The earlier research in MDO

has focused on system optimization approaches, also known as multidisciplinary feasible

methods [KSD+97]. These approaches carry out the optimization in a centralized way

using a single optimizer. More recently distributed optimization architecture has been

introduced. In particular, concurrent subspace optimization [RG94, WRBB96] and col-

laborative optimization [AL00, BK97] are the most promising ones. The algorithms are

all heuristic and they don’t guarantee convergence to a global optimum.

Many modeling and optimization techniques have been developed for subsystem.

One way to internally optimize the subsystem is using geometric programming [DPZ67].

Models used in this approach can be automatically generated [DGS05] or manually

obtained [dMH02]. Support Vector Machine and kernel techniques can be used to
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obtained models of the subsystem that return the feasibility or infeasibility of the

design [BJV03, PAOS03]. Other possible modeling techniques are extensive simula-

tion [KPRC99], (boosted) neural networks [WV03, MG05], genetic programming [MG05],

model-order reduction [Roy03], data mining [LSRC02], and Kriging [MG05].

2.2 General framework

A system in our framework is a set of subsystems together with a set of constraints that

the subsystems have to satisfy. The constraints might represent physical connections

between subsystems, some global performance measure that the system needs to achieve,

a limit on a common resource shared by subsystems, or any other specification that allows

us to completely describe the interaction between subsystems.

Each subsystem represents possibly many different designs and therefore we say that

it is a soft design. A given design for subsystem i can be completely described with

a vector yi that we call the vectors of internal variables. In other words the internal

variables are all that is needed to completely specify a given design. If, for example, the

subsystem represents an amplifier the vector of internal variables might contain the size

of all the components in the circuit.

For every design of subsystem i there is an associated vector xi that we call the vector

of interface variables. The vector xi contains all the variables that are visible from the

other subsystems of the system. Therefore all the constraints of the system are expressed

only in term of the interface variables. For the amplifier example the vector xi might

contain the gain, power consumption, area of the amplifier obtained by the design yi.

Figure 2.1 shows a system formed by four subsystems. The lines between subsystems

represents the constraints that are expressed only in term of the interface variables xi.

For simplicity we define n =
∑k

i=1 and x = (x1, . . . , xk) to be respectively the number

and vector of all interface variables in the system.

2.2.1 Subsystem characterization

If we consider subsystem i, for given interface variables xi there might not be a vector of

internal variables yi associated with xi. In this case we say that xi is infeasible for the

subsystem i. In the amplifier example, a set of infeasible interface variables correspond

to some area, noise and power of the amplifier that cannot be achieved by any design. If
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y1

x1

y2

x2

y3

x3

y4

x4

Figure 2.1: System with four subsystems. The variables xi are the interface variables, the
yi are the internal variables. Constraints are represented with lines between subsystems.

instead there is a vector yi associated with xi, we say that xi is feasible for the subsystem.

We call the set of all interface variables that are feasible for the subsystem i, Xi. In

other words if xi ∈ Xi, there is a design of the subsystem yi that corresponds to xi and

if xi /∈ Xi there is no yi that corresponds to xi.

Without loss of generality we will assume for the rest of the paper that for any

subsystem the design x = 0 ∈ X . If this is not the case we can always change coordinates.

We make this assumption only to simplify the mathematical notation.

We will refer to a subsystem by using the set of feasible design. We will therefore

say the subsystem Xi to refer to system i with a feasible set Xi.

2.2.2 System’s constraints

As described before, a system is formed by a set of subsystems and a set of constraints

on their interface variables. In this framework we make the assumption that all the

constraints can be written as

Fx = g,

where F ∈ Rp×n and g ∈ Rp. In other words the constraints are affine in the interface

variables.

This might seem like a restrictive assumption but as we will show with examples, this

is not the case. In fact, we can handle nonlinear constraints by having a new subsystem

whose only purpose is to enforce nonlinear constraints.
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If, for example, we have the following nonlinear constraints between interface vari-

ables x1 and x2

‖x1 − x2‖ ≤ 1,

we can add to the system a new subsystem with feasible set X3 = {x | ‖x‖ ≤ 1} and

impose the linear constraint x1 − x2 = x3. We will show more examples later in this

thesis.

2.2.3 Convexity and closure assumptions

The framework we just described is extremely general, and in general, the associated

design problem, is hard to solve. We therefore make the assumption that the sets Xi

are convex. Practically it has been shown that many subsystems have set Xi convex at

least after a change of coordinates [dMH02, HBL98, BK05]. Moreover if the convexity

assumption of the set X is not satisfied we can restrict X to a convex subset and still use

this framework. This might be the case if for example we already know that the final

design for a given subsystem will lie in a smaller set of all the feasible designs.

We also assume that the set X is closed. This is from a practical point of view not

important and can be neglected.

2.2.4 The subsystem’s interface

As we said before, each subsystem is described using interface variables x ∈ Rn and the

convex set of feasible design X . To coordinate between subsystems we need to be able

to get information about the sets X . In this framework, the only way to get information

about the feasibility set of a subsystem is through oracles. An oracle is simply an

interface of the subsystem that once queried returns information on the feasibility set.

Each subsystem needs to have what we call a primal oracle and a dual oracle.

In the next sections we will give formal definitions of the oracles. We first introduce

some notation.

2.2.5 Cutting-plane

Given a set X , with 0 ∈ X , and a vector x◦ we say that x◦ is a cutting-plane of X if

x◦Tx < 1 for all x ∈ X . In other words a cutting-plane defines a halfspace {x | x◦Tx < 1}
that contains X and a halfspace {x | x◦Tx ≥ 1} that doesn’t contain it.
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x◦

X

x◦Tx < 1

Figure 2.2: Cutting-plane example: x◦ is a cutting-plane of X .

If the set X is closed and convex for any point y /∈ X there is cutting-plane x◦ of X
such that yTx◦ = 1.

Figure 2.2 shows a cutting-plane of the set X and the shaded area represents the set

{x | x◦Tx < 1}.

2.2.6 Polar set

Given a set X , with 0 ∈ X , we define the polar set X ◦ as

X ◦ = {x◦ | x◦Tx < 1 for all x ∈ X}.

In other words, the polar set is the set of all cutting-plane of the set X . It’s easy to show

that the polar set of a set is always convex.

2.2.7 Primal oracle

The primal oracle allows us to check if a given point belongs to the feasibility set. If the

point doesn’t belong to the feasibility set the primal oracle returns a cutting-plane that

separates the point from the set X . We now define in more detail the primal oracle.

Given a point x̂ we can query the primal oracle of a subsystem. If x̂ ∈ X the

primal oracle returns true and if x̂ /∈ X , it returns a vector xcirc ∈ X ◦ such that

x◦T x̂ > 1. In other words if the specification x̂ is infeasible for the subsystem the oracle
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X

x

xTx◦ < 1

x◦

Figure 2.3: Primal oracle: primal oracle of the subsystem X returns cutting-plane x◦

when queried with the point x.

returns a cutting-plane which separates X from the point x̂. Therefore we can interpret

x◦ as a certificate of the infeasibility of x̂. The shaded area represents the halfspace

{x | x◦Tx < 1}, that contains the set X .

Figure 2.3 shows the cutting-plane x◦ returned by the primal oracle of the subsystem

X when queried with the point x.

2.2.8 Dual oracle

The dual oracle checks if a given point belongs to the polar of the feasible set. If the

point doesn’t belong to the polar set then it returns an hyperplane that separates the

point from the polar set. We now define in more detail the dual oracle.

Given a vector x◦ we can query the dual oracle of a subsystem. The subsystem

returns true if x◦ ∈ X ◦ otherwise it returns x̂ ∈ X such that x◦T x̂ ≥ 1. The point x̂ is

a certificate that x◦ is not a cutting-plane for X . Figure 2.4 shows the point x returned

by the dual oracle of system X when queried with a vector x◦. Clearly x◦ is not a

cutting-plane for X since the halfspace x | x◦Tx < 1 does not contain X .

We can also interpret the dual oracle as simply a primal oracle for the polar of X .
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X
x

x◦

x◦Tx < 1

Figure 2.4: Dual oracle: the dual oracle of system X returned point x when queried with
cutting-plane x◦.

2.3 The design problem

The problem we want to solve for a given system is to find a feasible specific design for

each subsystems so that all the constraints between them are satisfied. In other words we

would like to find a specific configuration of the subsystem that yield a feasible system.

The problem is then, given a system with constraints described by F and g, to find x so

that the constraints are satisfied, and each xi is feasible. If we define X = X1 × · · · ×Xk

to be the set of all possible x such that xi for i = 1, . . . , k is feasible, we can rewrite the

problem as

find x

subject to x ∈ X ,
Fx = g.

(2.1)

We call problem (2.1) the primal feasible problem. We say that we can solve the

design problem if we either find a feasible solution of problem (2.1) or if we can prove

that the problem is infeasible. In the next section we will show how we can certify

infeasibility of (2.1) by introducing the so called dual problem.
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2.3.1 Certificate of infeasibility

It is easy to show that if we can find a solution to problem

find ν

subject to F T ν ∈ X ◦,

gT ν ≥ 1.

(2.2)

the design problem is infeasible and therefore a solution to problem (2.2) is a certificate

of infeasibility for problem (2.1). We call this problem the dual feasibility problem.

In fact by contradiction suppose that ν is a solution of problem (2.2) and x ∈ X is such

that Fx = g we have that νTFx < 1 and therefore νT g < 1 but this is a contradiction

since νT g ≥ 1. In general if problem (2.1) is infeasible is not always possible to find a

feasible solution to problem (2.2).

If intX 6= ∅ problem (2.1) and problem (2.2) are strong alternatives, i.e., prob-

lem (2.1) is feasible if and only if problem (2.2) is infeasible and vice versa [BV04].

Under this assumption the design problem is either to find a solution to problem (2.1)

or a solution to problem (2.2).

2.3.2 Reformulation of the design problem

It is possible to rewrite problem (2.1) and problem (2.2) by using the sets Xi and X ◦

i

explicitly. This play an important role since the oracles return information on the indi-

vidual sets Xi and not X .

We define F1, . . . , Fk so that Fx = F1x1 + · · ·+Fkxk. We can write problem (2.1) as

find x

subject to xi ∈ Xi, i = 1, . . . , k
∑k

i=1 Fixi = g.

(2.3)



16 CHAPTER 2. PRIMAL-DUAL CUTTING-PLANE METHOD

and problem (2.2) as

find ν, λ

subject to λ−1
i F T

i ν ∈ X ◦

i , i = 1, . . . , k

1Tλ = 1

λ ≻ 0

gT ν ≥ 1.

(2.4)

It’s easy to see that if problem (2.4) is feasible then problem (2.3) is infeasible. In

fact suppose λ, ν is a solutions of problem (2.4) and x is solution of problem (2.3) we

have

λ−1
i νTFixi < 1 ⇒ νTFixi < λi ⇒

νT
k

∑

i=1

Fixi < 1Tλ ⇒ νT g < 1.

This is a contradiction since we also should have νT g ≥ 1.

It’s also possible to show (see [BV04]) that if intX 6= ∅, these two problems are

strong alternatives. In the next section we will show how to simultaneously look for a

solution of either problem (2.3) or problem (2.4).

2.3.3 Extensions

The design problem we introduce is a feasibility problem i.e., it only involves finding a

feasible design. In practice we are usually interested in a design that minimizes some

given quantity, for example noise or power. We might also be interested in a tradeoff

analysis to see how two or more parameters specification of the design tradeoff. It’s easy,

once the feasibility design problem can be solved, to solve both an optimization problem

or a tradeoff analysis by solving a sequence of feasibility problems [BV04]. For simplicity

in this thesis we will only consider the feasibility problem.

2.4 Solving the design problem

There are multiple ways of solving problem (2.1) when the set X is convex. We first

describe a simple cutting-plane algorithm [Kel60] that allows us to solve problem (2.1) if
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there exists a feasible design. Since this simple algorithm doesn’t guarantee convergence

in the case of an infeasible system we introduce a new algorithm called primal-dual

cutting-plane method (PDCPM) that guarantees to either find a feasible design or to

certify infeasibility by finding a solutions of problem (2.2).

2.4.1 Cutting-plane methods

Cutting-plane methods form a category of effective algorithms for solving nondifferen-

tiable convex optimization problems (see, e.g., [Ber99, BV04, MGV98, GV99]). They can

be regarded as a localization methods that localize a feasible point to a polyhedron (the

localization set). At each iteration a new point in the the localization set is computed

(centering step) and based on the information returned by the primal oracle queried at

that point, the localization set is narrowed down. The classical centering methods that

have been suggested include the center of gravity method of Levin [Lev65], the largest

sphere method of Elzinga and Moore [EM73], the ellipsoid method of Yudin and Ne-

mirovsky [NY83], the maximum volume ellipsoid method of Tarasov, Khachiyan, and

Erlich [KT93, TKE88], and the method of volumetric centers of Vaidya [Vai89], among

others.

In this paper we focus on analytic center cutting-plane method (ACCPM) where the

centering method uses the analytic center of the localization set. This method was first

proposed by Goffin and Vial [GV90] and then continued in [GHV92, GHVZ93].

Analytic center

Let P = {x | Ax ≤ b, Fx = g} = {x | aT
i x ≤ bi, i = 1, . . . ,m, Fx = g} be a

bounded polyhedron, with nonempty interior, defined through inequalities and equality

constraints. Then its analytic center is defined as the unique optimal point of

maximize
∑m

i=1 log
(

bi − aT
i x

)

subject to Fx = g

which can be computed very efficiently using Newton’s method; see, e.g., [Ye97, BV04].
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2.4.2 The ACCPM

The analytic center cutting-plane method starts with an initial polyhedron which in-

cludes any possible solution of (2.3). At each iteration we narrow the polyhedron so that

the polyhedron still contains all solutions of the problem. We then stop as soon as we

find a feasible solution of our problem.

We start with the polyhedron P(0) = {x | A(0)x ≤ b(0), Fx = g} that contains any

possible feasible point x⋆. For example, we can choose

A(0) =





I

−I



 b(0) =





x

−x





where x and x are known lower and upper bounds of the variable x. This is usually

the case in any design problem because there is always a specified range in which the

design variables should lie. Notice that all the points in the localization set are such that

Fx = g and therefore they satisfy the system’s constraints. We therefore just need to

find x in X .

The ACCPM can then be outlined as follows:

given P(0)

j := 0.

repeat

• Compute the analytic center x(j) of P(j).

• Query each subsystem at the point x
(j)
i using primal oracle.

• If x◦[i] for i = 1, . . . , t are the cutting-planes returned, x must lie in the

polyhedron

H(j) = {x | x◦Tx[i] < 1, for i = 1, . . . , t}.

• Form the polyhedron P(j+1) = P(j) ∩H(j)

• If no cutting-plane is returned, quit; else, j := j + 1.

It can be shown that if the problem is feasible and relint{x | Fx = g, x ∈ X} is not

empty, then the algorithm finds a solution in a finite number of steps. For computational

details and convergence analysis of ACCPM, see [Ye97, GV99] and references therein.
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The problem with this algorithm is that if the problem is infeasible there is no

guarantee of convergence. For this reason we introduce a primal-dual ACCPM that

either finds a feasible point or produces a certificate of infeasibility.

2.4.3 Primal-dual ACCPM

We describe a generalized version of ACCPM that we call primal-dual ACCPM. This

algorithm tries to either localize a feasible point of problem (2.3) or a feasible point

of (2.4). We use two polyhedra, P which includes any possible solution of (2.3) and P◦

which includes any possible solution of (2.4). At each iteration we shrink one or the

other of these two polyhedra until we find a feasible point for one of them. To shrink the

localization polyhedra we use the information returned by the primal and dual oracles

of each subsystems.

Before describing the ACCPM in detail we give some intuition on what the algorithm

does and how it shrinks the two polyhedra. Suppose that we query a subsystem at the

point xi using the primal oracle. If the point is not feasible for the subsystem Xi then

the cutting-plane x◦ can be used to shrink the polyhedron P since we now know that a

solution should satisfy xT
i x

◦ < 1. Vice versa if the point xi is feasible for system Xi, we

can shrink the polyhedron P◦ because we know that any cutting-plane x◦ of Xi should

satisfy xT
i x

◦ < 1 and therefore we need to have xT
i F

T
i ν < λ. On the other hand if we

query subsystem i with x◦ using the dual oracle and the dual oracle states that x◦ is a

cutting-plane for subsystem i, we can shrink set P because we need to have xT
i x

◦ < 1. If

instead the dual oracle returns a point xi ∈ Xi then we can shrink P◦ because we need

to have xT
i F

T
i ν < λ.

This shows that by querying each subsystem with either the primal oracle or dual

oracle we can either shrink the polyhedron P or P◦. As before after shrinking each

polyhedron we use the analytical center to find two new points in P and P◦ that we use

to query the primal and dual oracles of each subsystem at the next iteration.

The first polyhedron is defined as before so that it includes any possible solution of

the problem (2.3) and it is consistent with the system constraints. The second bounded

polyhedron contains any possible solution of (2.4) can be defined as

P◦(0) = {(ν, λ) | C(0)ν ≤ d(0), gT ν = −1, λ ≥ 0, 1Tλ = 1}.
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For example, we can choose

C(0) =





I

−I



 d(0) =





y

−y



 ,

where y and y are known bounds. We should notice that the polyhedron P◦(0) contains

all possible solutions of (2.4) and every point in it satisfy

1Tλ = 1, λ � 0, gT ν ≥ 1,

and it is therefore feasible for the problem (2.4).

The primal-dual ACCPM can then be outlined as follows:

given P(0) and P◦(0).

j := 0.

repeat

• Compute the analytic center x(j) of P(j).

• Compute the analytic center (ν(j), λ(j)) of P◦(j).

• Define H(j) = Rn and H◦(j) = Rk+n

• for i=1, . . . , k

– Query subsystem i at the point x
(j)
i using the primal oracle.

– If primal oracle returns true then

H◦(j) = H◦(j) ∩ {(ν, λ) | x(j)T
i F T

i ν < λ}.

– If primal oracle returns x◦ then

H(j) = H(j) ∩ {x | xT
i x

◦ < 1}.

– Query subsystem i at the point Fiν(j)λ
−1
i using the dual oracle.

– If dual oracle return true then

H(j) = H(j) ∩ {x | xT
i Fiν(j)λ

−1
i < 1}.
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– If dual oracle returns x⋆ then

H◦(j) = H◦(j) ∩ {(ν, λ) | x⋆TF T
i ν < λ }.

• If H = Rn quit.

• If H◦ = Rk+n quit.

• Form the polyhedron P(j+1) = P(j) ∩H(j).

• Form the polyhedron P◦(j+1) = P◦(j) ∩H◦(j).

• j := j + 1.

If the algorithm terminates because H = Rn, the problem is feasible and x is a solution.

Vice versa the problem is infeasible and (ν(j), λ(j)) is a certificate of infeasibility.

2.4.4 Convergence analysis

The PDCPM, as we noted before, tries to localize a solutions of two different problems at

the same time. It is in other words like two ACCPMs running in parallel. One looks for

a solution of problem (2.3) and the other one looks for a solution of problem (2.4). We

can therefore apply the convergence properties of ACCPM to the PDCPM. Therefore we

conclude that if relint{x | Fx = g, x ∈ X} 6= ∅ or relint{ν | gT ν ≥ 1, F T ν ∈ X ◦} 6= ∅
the algorithm converges in a finite number of steps [GLY96].

The two conditions above are for every practical purpose always satisfied. It’s also

possible to add to the algorithm a maximum number of iteration after which it is auto-

matically terminated.

2.5 Numerical examples

We now present two numerical examples. The main purpose of these examples is to show

the generality of the presented framework and how it can be used to describe systems

and handle nonlinear constraints. We will then show some qualitative results of the

primal-dual cutting-plane method that allows us to better understand the behavior of

the algorithm.
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X1 X2in out

Figure 2.5: Cascaded combinatorial logic block example.

2.5.1 Cascaded combinatorial logic blocks

In the first example we consider two subsystems each containing combinatorial logic.

Internally each block contains 30 gates that are connected randomly and has 8 inputs

and 8 outputs. The output of the first subsystems are connected to the input of the

second one. Figure 2.5 shows the 2 blocks connected together.

To be able to represent this system in our framework we will use four subsystems.

Two subsystems will represent the combinatorial logic block and the remaining 2 will

be used to express some constraints of the system. Moreover we will work with the

logarithm of the variables. In fact it has been shown that under reasonable assumptions

the feasibility set for a combinatorial logic circuit is convex after a logarithmic change

of coordinates [BK05].

We start by describing the two subsystems X1 and X2 that encapsulates the combina-

torial logic. The interface variables are the same for these two subsystems and are power

consumption, maximum input capacitance among all inputs, maximum load capacitance

over all outputs, and worst case delay from input to output. We can therefore, using the

logarithm, define the interface variables as

x1 = logC1in, x2 = logC1load, x3 = logD1, x4 = logP1

x5 = logC2in, x6 = logC2load, x7 = logD2, x8 = logP2

where Cin is the maximum input capacitance among all inputs, Cload is the maximum

output load, D is the worst case delay and P is the power consumption. We should notice

that we are using the maximum input capacitance among all inputs in order to simplify

this example but we could as well use different interface variables for each of the inputs

and outputs. Internally each block is described with equations that are compatible with
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geometric programming [BKVH06].

We now describe the two subsystems X3 and X4 used to impose some constraints on

the circuit. We will first give the mathematical description of each of them and we will

then explain why we need them and how we are going to use them. We have

X3 = {(x9, x10, x11) | exp(x9) + exp(x10) ≤ exp(x11)}
X4 = {(x12, x13, x14) | exp(x12) + exp(x13) ≤ exp(x14)}

It’s easy to see that both X3 and X4 are convex.

We will use them to describe the constraint on power and delay of the system. Since

we have a maximum power consumption specification for the system we need to impose

the constraint P1 + P2 ≤ Ptot, but since we work in a logarithmic space we need to

express the condition logP1 + logP2 ≤ logPtot. We have a similar equation for the

delay; since the system has a specification on the maximum delay Dtot we need to

impose logD1 + logD2 ≤ logDtot. It’s clear now how we can use the two subsystems to

impose the above constraints. We will have

x9 = logD1, x10 = logD2, x11 = logDtot

x12 = logP1, x13 = logP2, x14 = logPtot.

Figure 2.6 shows the block diagram of the original system represented in our frame-

work.

We will now explicitly give the matrix F and the vector g that represent all the

constraints for this system formed by X1, X2, X3, and X4. We have

F =













































1 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 1

0 1 0 0 −1 0 0 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 −1 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0 0 −1 0 0

0 0 0 0 0 0 1 0 0 −1 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0 0 −1 0













































g =













































logCin

logCload

logDtot

logPtot

0

0

0

0

0












































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X1 X2

X3 X4

x1 x2

x3 x4

x5 x6

x7 x8

x9 x10

x11

x12 x13

x14

Cin Cload

Delay Power

Figure 2.6: Block diagram of the combinatorial logic block systems represented in the
new framework.

For example, the first row of F enforces that the input maximum input capacitance of

the first block is equal to the specification for the input capacitance Cin. The last row

instead specifies that x8 = x13.

Even though this example is very simple, it shows that our model can handle non-

linear constraints by using additional subsystems and it’s easy to see how can it be used

for more complicated systems.

We ran the algorithm for some given value of Dtot, Ptot, Cin, and Cload. At each

iteration of the algorithm we represent the ith subsystem with a white dot if the primal

oracle returned feasibility and black otherwise. Figure 2.7 shows that in 25 steps the

algorithm find a feasible design for this specific set of specifications. We should notice

that a white dot corresponds a new cutting-plane in the dual problem and a black dot

corresponds to a new cutting-plane for the primal problem.

Figure 2.8 shows the power allocation between the two subsystems as the algorithm

runs. We notice that the final power allocation gives more power to the second block

as we would expect. Moreover for the first iterations the power allocated to the blocks

exceeds the total power allocation. This corresponds to a choice of x infeasible for X4.

Eventually the specification on power is met and the sum of the powers of the two blocks
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1 25
Iterations

CLB 1: X1

CLB 2: X2

Power: X3

Delay: X4

Figure 2.7: Primal-dual algorithm iterations for the cascaded combinatorial logic blocks
example: white dot represents a feasible subsystem, a black dot represents an infeasible
subsystem.

is less than the total allowed power.

2.5.2 Cascaded amplifiers

The second example consists of two cascaded amplifiers (figure 2.9). The global specifi-

cations are the total power, area, gain, input referred noise, bandwidth, phase margin,

input capacitance, output load and input/output swing of the two cascaded amplifiers.

The interface variables are area, power, gain, input referred noise, bandwidth, phase

margin, maximum input capacitance, output load capacitance and maximum input and

output swing. As for the previous example we work with the logarithm of these variables

because this allows us to have the set of feasible design convex [HBL98].

The internal topology of the amplifier is shown in figure 2.10. The common mode

circuitry is not shown for simplicity. All the equations for the amplifier are compati-

ble with geometric programming [HBL98]; therefore the oracles for the subsystems are

obtained using a geometric programming solver as we will show in chapter 3.

It’s also necessary to add another subsystem to enforce the nonlinear constraints that

guarantee that the system meets the global specifications. All these constraints can be

written in a form compatible with geometric programming and therefore we can again

use a geometric programming solver to create the subsystem [HBL98].
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Figure 2.8: Power allocation versus algorithm iterations for the cascaded combinatorial
logic blocks example. The black line is the total power constraint. The dash-dotted line
represents the power allocated to the first block and the dashed line represents the sum
of the power allocated to both blocks.

X1 X2

Figure 2.9: Cascaded amplifiers example.

in

out

Figure 2.10: Amplifier topology. The common mode circuitry is not shown for simplicity.
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Figure 2.11: Power allocation versus iterations for the cascaded amplifier example. The
dashdotted line represents the power allocated to the first amplifier and the dashed line
represents the power allocated to both of them. The black line is maximum total power.

We show the behavior of the algorithm for a given run of the algorithm. Figure 2.11

shows the power allocation at each iterations of the algorithm. The dash-dotted line

represents the power allocated to the first amplifier and the dashed line represents the

power allocated to both of them. The black line is maximum power specification. The

algorithm produces a feasible design and at the end as we expected the power allocated

to the first amplifier is more than the one allocated to the second one. This is due to

the fact that the amplifier is in this case limited by the noise.

Figure 2.12 shows the input referred noise of each amplifier together with the noise

specification ( in black). The dashdotted line is the input referred noise of the first

amplifier and the dashed line is the input referred noise of the both of them. Again as

we expect the biggest contribution to the overall noise is due to the first amplifier.

2.6 Remarks

We should notice that if it’s possible to write the design problem as a larger convex prob-

lem, it is also possible to rewrite it so that it would fit in this framework. For example,

if it has been shown that a certain design problem can be cast as a convex problem,

we could divide this problem in smaller ones that would represent the subsystems and

rewrite everything in this framework. This applies, for example, to all the literature on
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Figure 2.12: Input referred noise versus iterations for the cascaded amplifier example.
The dashdotted line represents the input referred noise of the first amplifier and the
dashed line represents the input referred noise of both of them. The black line is maxi-
mum total input referred noise.

design problems that can be carried out using geometric programming. The examples

of this chapter fall in this category.



Chapter 3

Subsystem modeling

3.1 Introduction

In this chapter we consider the problem of creating the interface (primal and dual oracle)

that can be used in the framework we introduced in chapter 2. A subsystem should have

a convex feasible set X and should also have a primal and dual oracle available. We

will address two different situations. In the first one, the subsystem contains internally

an optimization problem that is used to determine if, for given interface variables, the

subsystem is feasible. In the second case the feasible set of the subsystem is described

as the sublevel set of some given function.

3.2 Subsystem model through an optimization problem

We consider a subsystem X with internal variables y, and interface variables x. We

assume that internally the subsystem is modelled with an convex feasibility problem. In

particular we have that a given x is feasible if and only if there is a feasible solution of

the problem

find y

subject to fi(x, y) ≤ 0, i = 1, . . . ,m
(3.1)

where the functions fi(x, y) are jointly convex in x and y.

In the next two sections we will show how to create a primal and a dual oracle from

the dual variables of an optimization problem closely related to problem (3.1).

29
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3.2.1 Primal oracle

We would like to create the primal oracle in the case where it is queried with the vector

x̄.

It’s easy to see that if we solve the problem

find y, x

subject to fi(x, y) ≤ 0, i = 1, . . . ,m

x = x̄

(3.2)

with variables x and y, and we find a feasible solution then by definition x̄ is feasible

and the primal oracle should return feasibility.

Vice versa if the problem is infeasible and µ are the dual variables associated with

the constraints x = x̄ we know [BV04] that for any x such that

xTµ/µT x̄ < 1

there won’t be any feasible solution of problem (3.2) and therefore no feasible design

with interface variables x. This shows that x◦ = −µ/µT x̄ is a cutting-plane and can be

used as the output of the primal oracle.

Therefore to create the primal oracle we solve problem (3.2) and if the problem is

feasible the primal oracle returns feasibility otherwise it returns x◦ = −µ/µT x̄ where µ

is the dual variable associated with the equality constraint x = x̄ of problem (3.2).

3.2.2 Dual oracle

We would like to find the output of the dual oracle when queried with vector x◦. There-

fore we would like to check if x◦ is a cutting-plane for the set X . If x◦ was a cutting-plane

it would mean that any x such that xTx◦ ≥ 1 is infeasible for problem (3.1). We can

check for this condition by solving the optimization problem

find y, x

subject to fi(x, y) ≤ 0, i = 1, . . . ,m

xTx◦ ≥ 1

(3.3)
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with variables x and y. Clearly if this problem is infeasible then x◦ is a cutting-plane

for X . If there is a solution x⋆, y⋆ to problem (3.3) then x⋆ corresponds to a feasible

design with x⋆Tx◦ ≥ 1 and can be therefore used as the output of the dual oracle.

To create a dual oracle we solve problem (3.3) and if the problem is infeasible we

return feasibility for the dual oracle and if the problem is feasible, the dual oracle would

return the feasible point x⋆.

We showed that by solving two simple modified versions of problem (3.1) we can

obtain the primal and dual oracles for the subsystem. In practice the two modified

problems can be solved with only a small overhead compared to solving problem (3.1).

3.3 Subsystem model through a sublevel set and epigraph

of a function

In this section, we consider the case where the feasible set X of a subsystem is represented

as the sublevel set of a convex function f and the case where the set X is represented as

the epigraph of a convex function f .

We therefore have for the first case

X = {x | f(x) ≤ α},

where α is a given constant that we can assume without loss of generality to be 1, and

f is a convex function.

In the second case we have

X = {(z, t) | f(z) ≤ t},

where f is a convex function.

These situations may arise if for example the model is obtained by fitting data using

some given family of functions or if we have an analytical expression for X obtained

using some physical or mathematical assumptions. In the next chapters we will show

algorithms that allow us to obtain convex fits of given data that can then be used to

create subsystems using the techniques of this chapter.

We start by noticing that these two situations are special cases of a subsystem de-

scribed through problem (3.1). In fact for the first case, we have that the interface
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variables x are feasible if and only if problem

find y

subject to f(x) − 1 ≤ 0,

is feasible. For the second case instead we have that the interface variables x = (z, t) are

feasible if and only if problem

find y

subject to f(z) − t ≤ 0

is feasible. We can therefore apply the previous results in these cases.

We should notice that if the function f has some special form the problem of creating

primal and dual oracles can be simplified. As an example let’s assume that

f(x) = max(aT
i x+ bi), i = 1, . . . , k

and X is the epigraph of f :

X = {(z, t) | f(z) ≤ t}.

In this case the primal oracle can be obtained very efficiently. Let’s suppose that the

primal oracle is queried with the vector x̂ = (ẑ, t̂). We can easily check if this point

belongs to X by simply checking if the inequalities

aT
i ẑ + bi ≥ t, i = 1, . . . , k

are all satisfied. If for example the mth inequality is not satisfied the primal oracle would

return the vector (b−1
i ai, − b−1) which is a cutting-plane for the set X .



Chapter 4

Convex piecewise-linear fitting

4.1 Introduction

We consider the problem of fitting some given data

(u1, y1), . . . , (um, ym) ∈ Rn × R

with a convex piecewise-linear function f : Rn → R from some set F of candidate

functions. With a least-squares fitting criterion, we obtain the problem

minimize J(f) =
∑m

i=1(f(ui) − yi)
2

subject to f ∈ F ,
(4.1)

with variable f . We refer to (J(f)/m)1/2 as the RMS (root-mean-square) fit of the

function f to the data. The convex piecewise-linear fitting problem (4.1) is to find the

function f , from the given family F of convex piecewise-linear functions, that gives the

best (smallest) RMS fit to the given data.

Our main interest is in the case when n (the dimension of the data) is relatively

small, say not more than 5 or so, while m (the number of data points) can be relatively

large, e.g., 104 or more. The methods we describe, however, work for any values of n

and m.

Several special cases of the convex piecewise-linear fitting problem (4.1) can be solved

exactly. When F consists of the affine functions, i.e., f has the form f(x) = aTx + b,

the problem (4.1) reduces to an ordinary linear least-squares problem in the function

33
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parameters a ∈ Rn and b ∈ R and so is readily solved. As a less trivial example,

consider the case when F consists of all piecewise-linear functions from Rn into R, with

no other constraint on the form of f . This is the nonparametric convex piecewise-linear

fitting problem. Then the problem (4.1) can be solved, exactly, via a quadratic program

(QP); see [BV04, §6.5.5]. This nonparametric approach, however, has two potential

practical disadvantages. First, the QP that must be solved is very large (containing

more than mn variables), limiting the method to modest values of m (say, a thousand).

The second potential disadvantage is that the piecewise-linear function fit obtained can

be very complex, with many terms (up to m).

Of course, not all data can be fit well (i.e., with small RMS fit) with a convex

piecewise-linear function. For example, if the data are samples from a function that has

strong negative (concave) curvature, then no convex function can fit it well. Moreover,

the best fit (which will be poor) will be obtained with an affine function. We can also

have the opposite situation: it can occur that the data can be perfectly fit by an affine

function, i.e., we can have J = 0. In this case we say that the data is interpolated by

the convex piecewise-linear function f .

4.1.1 Max-affine functions

We consider the parametric fitting problem, in which the candidate functions are parametrized

by a finite-dimensional vector of coefficients α ∈ Rp. One very simple form is given by

Fk
ma, the set of functions on Rn with the form

f(x) = max{aT
1 x+ b1, . . . , a

T
k x+ bk}, (4.2)

i.e., a maximum of k affine functions. We refer to a function of this form as ‘max-affine’,

with k terms. The set Fk
ma is parametrized by the coefficient vector

α = (a1, . . . , ak, b1, . . . , bk) ∈ Rk(n+1).

In fact, any convex piecewise-linear function on Rn can be expressed as a max-affine

function, for some k, so this form is in a sense universal. Our interest, however, is in

the case when the number of terms k is relatively small, say no more than 10, or a few

10s. In this case the max-affine representation (4.2) is compact, in the sense that the

number of parameters needed to describe f (i.e., p) is much smaller than the number of
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parameters in the original data set (i.e., m(n+ 1)). The methods we describe, however,

do not require k to be small.

When F = Fk
ma, the fitting problem (4.1) reduces to the nonlinear least-squares

problem

minimize J(α) =
m

∑

i=1

(

max
j=1,...,k

(aT
j ui + bj) − yi

)2

, (4.3)

with variables a1, . . . , ak ∈ Rn, b1, . . . , bk ∈ R. The function J is a piecewise-quadratic

function of α. Indeed, for each i, f(ui) − yi is piecewise-linear, and J is the sum of

squares of these functions, so J is convex quadratic on the (polyhedral) regions on which

f(ui) is affine. But J is not globally convex, so the fitting problem (4.3) is not convex.

4.1.2 A more general parametrization

We will also consider a more general parametrized form for convex piecewise-linear func-

tions,

f(x) = ψ(φ(x, α)), (4.4)

where ψ : Rq → R is a (fixed) convex piecewise-linear function, and φ : Rn × Rp →
Rq is a (fixed) bi-affine function. (This means that for each x, φ(x, α) is an affine

function of α, and for each α, φ(x, α) is an affine function of x.) The simple max-affine

parametrization (4.2) has this form, with q = k, ψ(z1, . . . , zk) = max{z1, . . . , zk}, and

φi(x, α) = aT
i x+ bi.

As an example, consider the set of functions F that are sums of k terms, each of

which is the maximum of two affine functions,

f(x) =
k

∑

i=1

max{aT
i x+ bi, c

T
i x+ di}, (4.5)

parametrized by a1, . . . , ak, c1, . . . , ck ∈ Rn and b1, . . . , bk, d1, . . . , dk ∈ R. This family

corresponds to the general form (4.4) with

ψ(z1, . . . , zk, w1, . . . , wk) =
k

∑

i=1

max{zi, wi},

and

φ(x, α) = (aT
1 x+ b1, . . . , a

T
k x+ bk, c

T
1 x+ d1, . . . , c

T
k x+ dk).
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Of course we can expand any function with the more general form (4.4) into its

max-affine representation. But the resulting max-affine representation can be very much

larger than the original general form representation. For example, the function form (4.5)

requires p = 2k(n + 1) parameters. If the same function is written out as a max-affine

function, it requires 2k terms, and therefore 2k(n+1) parameters. The hope is that a well

chosen general form can give us a more compact fit to the given data than a max-affine

form with the same number of parameters.

As another interesting example of the general form (4.4), consider the case in which

f is given as the optimal value of a linear program (LP) with the righthand side of the

constraints depending bi-affinely on x and the parameters:

f(x) = min{cT v | Av ≤ b+Bx}.

Here c and A are fixed; b and B are considered the parameters that define f . This

function can be put in the general form (4.4) using

ψ(z) = min{cT v | Av ≤ z}, φ(x, b, B) = b+Bx.

The function ψ is convex and piecewise-linear (see, e.g., [BV04]); the function φ is

evidently bi-affine in x and (b, B).

4.1.3 Dependent variable transformation and normalization

We can apply a nonsingular affine transformation to the dependent variable u, by forming

ũi = Tui + s, i = 1, . . . ,m,

where T ∈ Rn×n is nonsingular and s ∈ Rn. Defining f̃(x̃) = f(T−1(x − s)), we have

f̃(ũi) = f(ui). If f is piecewise-linear and convex, then so is f̃ (and of course, vice

versa). Provided F is invariant under composition with affine functions, the problem of

fitting the data (ui, yi) with a function f ∈ F is the same the problem of fitting the data

(ũi, yi) with a function f̃ ∈ F .

This allows us to normalize the dependent variable data in various ways. For example,
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we can assume that it has zero (sample) mean and unit (sample) covariance,

ū = (1/m)
m

∑

i=1

ui = 0, Σu = (1/m)
m

∑

i=1

uiu
T
i = I, (4.6)

provided the data ui are affinely independent. (If they are not, we can reduce the problem

to an equivalent one with smaller dimension.)

4.1.4 Previous work

Piecewise-linear functions arise in many areas and contexts. Some general forms for rep-

resenting piecewise-linear functions can be found in, e.g., [KC78, KC90]. Several methods

have been proposed for fitting general piecewise-linear functions to (multidimensional)

data. A neural network algorithm is used in [GDD02]; a Gauss-Newton method is used

in [JJD98, HB97] to find piecewise-linear approximations of smooth functions. An iter-

ative procedure, similar in spirit to our method, is described in [FTM02]. Software for

fitting general piecewise-linear functions to data include, e.g., [TB04, SF02].

The special case n = 1, i.e., fitting a function on R, by a piecewise-linear function

has been extensively studied. For example, a method for finding the minimum number

of segments to achieve a given maximum error is described in [Dun86]; the same problem

can be approached using dynamic programming [Goo94, BR69, HS91, WHCL93], or a a

genetic algorithm [PM00]. The problem of simplifying a given piecewise-linear function

on R, to one with fewer segments, is considered in [II86].

Another related problem that has received much attention is the problem of fitting

a piecewise-linear curve, or polygon, in R2 to given data; see, e.g., [ABO+85, MS92].

An iterative procedure, closely related to the k-means algorithm and therefore similar in

spirit to our method, is described in [PR88, Yin98].

Piecewise-linear functions and approximations have been used in many applications,

such as detection of patterns in images [RDPR85], contour tracing [DLTW90], extraction

of straight lines in aerial images [VC92], global optimization [MRT05], compression of

chemical process data [BS96], and circuit modeling [JJD98, CD86, VdMV89].

We are aware of only two papers which consider the problem of fitting a piecewise-

linear convex function to given data. In [MRT05] Mangasarian et al. describe a heuristic

method for fitting a piecewise-linear convex function of the form a+ bTx+ ‖Ax+ c‖1 to

given data (along with the constraint that the function underestimate the data). The



38 CHAPTER 4. CONVEX PIECEWISE-LINEAR FITTING

closest related work that we know of is [KLVY04]. In this paper, Kim et al. describe a

method for fitting a (convex) max-affine function to given data, increasing the number

of terms to get a better fit. (In fact they describe a method for fitting a max-monomial

function to circuit models; see §4.2.3.)

4.2 Applications

As we described in chapter 3 the resulting fit can be used as the starting block to

construct a subsystem to be used in a distributed deisgn problem. In this section we

briefly describe some other applications of convex piecewise-linear fitting.

4.2.1 LP modeling

One application is in LP modeling, i.e., approximately formulating a practical prob-

lem as an LP. Suppose a problem is reasonably well modeled using linear equality and

inequality constraints, with a few nonlinear inequality constraints. By approximating

these nonlinear functions by convex piecewise-linear functions, the overall problem can

be formulated as an LP, and therefore efficiently solved.

As an example, consider a minimum fuel optimal control problem, with linear dy-

namics and a nonlinear fuel-use function,

minimize
∑T−1

t=0 f(u(t))

subject to x(t+ 1) = A(t)x(t) +B(t)u(t), t = 0, . . . , T − 1,

x(0) = xinit, x(T ) = xdes,

with variables x(0), . . . , x(T ) ∈ Rn (the state trajectory), and u(0), . . . , u(T − 1) ∈ Rm

(the control input). The problem data are A(0), . . . , A(T − 1) (the dynamics matrices),

B(0), . . . , B(T − 1) (the control matrices), xinit (the initial state), and xdes (the desired

final state). The function f : Rm → R is the fuel-use function, which gives the fuel

consumed in one period, as a function of the control input value. Now suppose we have

empirical data or measurements of some values of the control input u ∈ Rm, along with

the associated fuel use f(u). If we can fit these data with a convex piecewise-linear

function, say,

f(u) ≈ f̂(u) = max
j=1,...,k

(aT
j u+ bj),
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then we can formulate the (approximate) minimum fuel optimal control problem as the

LP
minimize

∑T−1
t=0 f̃(t)

subject to x(t+ 1) = A(t)x(t) +B(t)u(t), t = 0, . . . , T − 1,

x(0) = xinit, x(T ) = xdes,

f̃(t) ≥ aT
j u(t) + bj , t = 1, . . . T − 1, j = 1, . . . , k,

(4.7)

with variables x(0), . . . , x(T ) ∈ Rn, u(0), . . . , u(T−1) ∈ Rm, and f̃(0), . . . , f̃(T−1) ∈ R.

4.2.2 Simplifying convex functions

Another application of convex piecewise-linear fitting is to simplify a convex function that

is complex, or expensive to evaluate. To illustrate this idea, we continue our minimum

fuel optimal control problem described above, with a piecewise-linear fuel use function.

Consider the function V : Rn → R, which maps the initial state xinit to its associated

minimum fuel use, i.e., the optimal value of the LP (4.7). (This is the Bellman value

function for the optimal control problem.) The value function is piecewise-linear and

convex, but very likely requires an extremely large number of terms to be expressed in

max-affine form. We can (possibly) form a simple approximation of V by a max-affine

function with many fewer terms, as follows. First, we evaluating V via the LP (4.7),

for a large number of initial conditions. Then, we fit a max-affine function with a

modest number of terms to the resulting data. This convex piecewise-linear approximate

value function can be used to construct a simple feedback controller that approximately

minimizes fuel use; see, e.g., [BBM02].

4.2.3 Max-monomial fitting for geometric programming

Max-affine fitting can be used to find a max-monomial approximation of a positive

function, for use in geometric programming modeling; see [BKVH06]. Given data

(zi, wi) ∈ Rn
++ × R++, we form

ui = log zi, yi = logwi, i = 1, . . . ,m.

(The log of a vector is interpreted as componentwise.) We now fit this data with a

max-affine model,

yi ≈ max{aT
1 ui + b1, . . . , a

T
k ui + bk}.
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This gives us the max-monomial model

wi ≈ max{g1(zi), . . . , gK(zi)},

where gi are the monomial functions

gj(z) = ebiz
aj1

1 · · · zajn
n , j = 1, . . . ,K.

(These are not monomials in the standard sense, but in the sense used in geometric

programming.)

4.3 Least-squares partition algorithm

4.3.1 The algorithm

In this section we present a heuristic algorithm to (approximately) solve the k-term

max-affine fitting problem (4.3), i.e.,

minimize J =
m

∑

i=1

(

max
j=1,...,k

(aT
j ui + bj) − yi

)2

,

with variables a1, . . . , ak ∈ Rn and b1, . . . , bk ∈ R. The algorithm alternates between

partitioning the data and carrying out least-squares fits to update the coefficients.

We let P
(l)
j for j = 1, . . . , k, be a partition of the data indices at the lth iteration,

i.e., P
(l)
j ⊆ {1, . . . ,m}, with

⋃

j

P
(l)
j = {1, . . . ,m}, P

(l)
i ∩ P (l)

j = ∅ for i 6= j.

(We will describe methods for choosing the initial partition P
(0)
j later.)

Let a
(l)
j and b

(l)
j denote the values of the parameters at the lth iteration of the

algorithm. We generate the next values, a
(l+1)
j and b

(l+1)
j , from the current partition

P
(l)
j , as follows. For each j = 1, . . . , k, we carry out a least-squares fit of aT

j ui + bj to

yi, using only the data points with i ∈ P
(l)
j . In other words, we take a

(l+1)
j and b

(l+1)
j as
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values of a and b that minimize

∑

i∈P
(l)
j

(aTui + b− yi)
2. (4.8)

In the simplest (and most common) case, there is a unique pair (a, b) that minimizes (4.8),

i.e.,




a
(l+1)
j

b
(l+1)
j



 =





∑

uiu
T
i

∑

ui
∑

uT
i |P (l)

j |





−1 



∑

yiui
∑

yi



 , (4.9)

where the sums are over i ∈ P
(l)
j .

When there are multiple minimizers of the quadratic function (4.8), i.e., the matrix

to be inverted in (4.9) is singular, we have several options. One option is to add some

regularization to the simple least-squares objective in (4.8), i.e., an additional term of

the form λ‖a‖2
2+µb2, where λ and µ are positive constants. Another possibility is to take

the updated parameters as the unique minimizer of (4.8) that is closest to the previous

value, (a
(l)
j , b

(l)
j ), in Euclidean norm.

Using the new values of the coefficients, we update the partition to obtain P
(l+1)
j , by

assigning i to P
(l+1)
s if

f (l)(ui) = max
s=1,...,k

(a(l)T
s ui + b(l)s ) = a

(l)T
j ui + b

(l)
j . (4.10)

(This means that the term a
(l)T
j ui+b

(l)
j is ‘active’ at the data point ui.) Roughly speaking,

this means that P
(l+1)
j is the set of indices for which the affine function aT

j z + bj is the

maximum; we can break ties (if there are any) arbitrarily.

This iteration is run until convergence, which occurs if the partition at an iteration

is the same as the partition at the previous iteration, or some maximum number of

iterations is reached.

We can write the algorithm as

Least-squares Partition Algorithm.

given partition P
(0)
1 , . . . , P

(0)
K of {1, . . . ,m}, iteration limit lmax

for l = 0, . . . , lmax

1. Compute a
(l+1)
j and b

(l+1)
j as in (4.9).
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2. Form the partition P
(l+1)
1 , . . . , P

(l+1)
k as in (4.10).

3. Quit if P
(l)
j = P

(l+1)
j for j = 1, . . . , k.

During the execution of the least-squares partition algorithm, one or more of the sets

P
(l)
j can become empty. The simplest approach is to drop empty sets from the partition,

and continue with a smaller value of k.

4.3.2 Interpretation as Gauss-Newton method

We can interpret the algorithm as a Gauss-Newton method for the problem (4.3). Sup-

pose that at a point u ∈ Rn, there is a unique j for which f(u) = aT
j u+bj (i.e., there are

no ties in the maximum that defines f(u)). In this case the function f is differentiable

with respect to a and b; indeed, it is locally affine in these parameter values. Its first

order approximation at a, b is

f(u) ≈ f̂(u) = ãT
j u+ b̃j .

This approximation is exact, provided the perturbed parameter values ã1, . . . , ãk, b̃1, . . . , ãb

are close enough to the parameter values a1, . . . , ak, b1, . . . , ab.

Now assume that for each data point ui, there is a unique j for which f(ui) =

a
(l)T
j ui + b

(l)
j (i.e., there are no ties in the maxima that define f(ui)). Then the first

order approximation of (f(u1), . . . , f(um)) is given by

f(ui) ≈ f̂(ui) = ãT
j(i)ui + b̃j(i),

where j(i) is the unique active j at ui, i.e., i ∈ P
(l)
j .

In the Gauss-Newton method for a nonlinear least-squares problem, we form the first

order approximation of the argument of the norm, and solve the resulting least-squares

problem to get the next iterate. In this case, then, we form the linear least-squares

problem of minimizing

Ĵ =
m

∑

i=1

(

f̂(ui) − yi

)2
=

m
∑

i=1

(

ãT
j(i)ui + b̃j(i) − yi

)2
,

over the variables ã1, . . . , ãk, b̃1, . . . , b̃k. We can re-arrange the sum defining J into terms
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involving each of the pairs of variables a1, b1, . . . , ak, bk separately:

Ĵ = Ĵ1 + · · · + Ĵk,

where

Ĵj =
∑

i∈P
(l)
j

(ãTui + b̃− yi)
2, j = 1, . . . , k.

Evidently, we can minimize Ĵ by separately minimizing each Ĵi. Moreover, the parameter

values that minimize Ĵ are precisely a
(l+1)
1 , . . . , a

(l+1)
k , b

(l+1)
1 , . . . , b

(l+1)
k . This is exactly

the least-squares partition algorithm described above.

The algorithm is closely related to the k-means algorithm used in least-squares clus-

tering [GG91]. The k-means algorithm approximately solves the problem of finding a

set of k points in Rn, {z1, . . . , zk}, that minimizes the mean square Euclidean distance

to a given data set u1, . . . , um ∈ Rn. (The distance between a point u and the set of

points {z1, . . . , zk} is defined as the minimum distance, i.e., minj=1,...,k ‖u − zj‖2.) In

the k-means algorithm, we iterate between two steps: first, we partition the data points

according to the closest current point in the set {z1, . . . , zk}; then we update each zj as

the mean of the points in its associated partition. (The mean minimizes the sum of the

squares of the Euclidean distances to the point.) Our algorithm is conceptually identical

to the k-means algorithm: we partition the data points according to which of the affine

functions is active (i.e., largest), and then update the affine functions, separately, using

only the data points in its associated partition.

4.3.3 Nonconvergence of least-squares partition algorithm

The basic least-squares partition algorithm need not converge; it can enter a (noncon-

stant) limit cycle. Consider, for example, the data

u1 = −2, u2 = −1, u3 = 0, u4 = 1, u5 = 2

y1 = 0, y2 = 1, y3 = 3, y4 = 1, y5 = 0,

and k = 2. The data evidently cannot be fit well by any convex function; the (globally)

best fit is obtained by the constant function f(u) = 1. For many initial parameter values,

however, the algorithm converges to a limit cycle with period 2, alternating between the
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two functions

f1(u) = max{u+ 2,−(3/2)u+ 17/6}, f2(u) = max{(3/2)u+ 17/6,−u+ 2}.

The algorithm therefore fails to converge; moreover, each of the functions f1 and f2 gives

a very suboptimal fit to the data.

On the other hand, with real data (not specifically designed to illustrate nonconver-

gence) we have observed that the least-squares partition algorithm appears to converge

in most cases. In any case, convergence failure has no practical consequences since the

algorithm is terminated after some fixed maximum number of steps, and moreover, we

recommend that it be run from a number of starting points, with the best fit obtained

used as the final fit.

4.3.4 Piecewise-linear fitting algorithm

The least-squares partition algorithm, used by itself, has several serious shortcomings.

It need not converge, and when it does converge, it can (and often does) converge to

a piecewise-linear approximation with a poor fit to the data. Both of these problems

can be mitigated by running the least-squares partition algorithm multiple times, with

different initial partitions. The final fit is taken to be the best fit obtained among all

iterations of all runs of the algorithm.

We first describe a simple method for generating a random initial partition. We

randomly choose points p1, . . . , pK , and define the initial partition to be the Voronoi sets

associated with these points. We have

P
(0)
j = {i | ‖ui − pj‖ < ‖ui − ps‖ for s 6= j}, j = 1, . . . ,K. (4.11)

(Thus, P
(0)
j is the set of indices of data points that are closest to pj .) The seed points pi

should be generated according to some distribution that matches the shape of the data

points ui, for example, they can be chosen from a normal distribution with mean ū and

covariance Σu (see (4.6)).

The overall algorithm can be described as

Piecewise-Linear Fitting Algorithm.
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given number of trials Ntrials, iteration limit lmax

for i = 1, . . . , Ntrials

1. Generate random initial partition via (4.11).

2. Run least-squares partition algorithm with iteration limit lmax.

3. Keep track of best RMS fit obtained.

4.3.5 General form fitting

In this section we show the least-squares partition algorithm can be modified to fit

piecewise-linear functions with the more general form (4.4),

f(x, α) = ψ(φ(x, α)),

where ψ is a fixed convex piecewise-linear function, and φ is a fixed bi-affine function.

We described the least-squares partition algorithm in terms of a partition of the

indices, according to which of the k affine functions is active at the point ui. The same

approach of an explicit partition will not work in the more general case, since the size of

the partition can be extremely large. Instead, we start from the idea that the partition

gives an approximation of f(ui) that is affine in α, and valid near α(l). If there is no ‘tie’

at ui (i.e., there is a unique affine function that achieves the maximum), then the affine

approximation is exact in a neighborhood of the current parameter value α(l).

We can do the same thing with the more general form. For each i, we find ai(α) and

bi(α), both affine functions of α, so that

f(ui, α) ≈ ai(α)Tui + bi(α)

for α near α(l), the current value of the parameters. This approximation is exact in

a neighborhood of α(l) if ψ(ui, α) is a point of differentiability of ψ. (For max-affine

functions, this is the case when there is no ‘tie’ at ui.) If it is not such a point, we can

choose any subgradient model of f(ui, α), i.e., any ai(α) and bi(α) for which

f(ui, α
(l)) = ai(α

(l))Tui + bi(α
(l)),
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(the approximation is exact for α = α(l)), and

f(ui, α) ≥ ai(α)Tui + bi(α)

for all α. (In the case of max-affine functions, breaking any ties arbitrarily satisfies this

condition.)

We then compute a new parameter value using a Gauss-Newton like method. We

replace f(ui) in the expression for J with

f̂ (l)(ui, α) = ai(α
(l))Tui + bi(α

(l)),

which is affine in α. We then choose α(l+1) as the minimizer of

Ĵ =
m

∑

i=1

(f̂ (l)(ui) − yi)
2,

which can be found using standard linear least-squares.

To damp this update rule, we can add a regularization term to Ĵ , by choosing α(l+1)

as the minimizer of
m

∑

i=1

(f̂ (l)(ui) − yi)
2 + ρ‖α− α(l)‖2,

where ρ > 0 is a parameter.

4.4 Improved least-squares partition algorithm

The main problem with the previous algorithm is that each minimization is performed

locally on a set of points and no information regarding the other points is retained. This

is in general not a problem if the given data can be interpolated with a convex function

but, in other cases, the algorithm might not produce good results and not even converge.

We now present an improved partition algorithm that guarantees the convergence of

J . In §4.4.1, we will interpret this algorithm and give an intuitive derivation of it. In

§4.4.2, we will then give a proof of convergence and in §4.4.3, we will show the connection

with the simple partition algorithm.

First, to simplify the notation we define

f̃
(l)
j (x) = max{a(l)T

1 x+ b
(l)
1 , . . . , a

(l)T
j−1x+ b

(l)
j−1, a

(l)T
j+1x+ b

(l)
j+1, . . . , a

(l)T
k ui + b

(l)
k }.
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We can interpret f̃j as the fitting function we would obtain after the lth iteration of the

simple partition algorithm by eliminating the jth term in the max-affine form.

As for the simple partition algorithm, we let a
(l)
j and b

(l)
j denote the values at the lth

iteration of the algorithm and P
(l)
j for j = 1, . . . , k a partition on the data indices at the

lth iteration.

Given a partition of the data indices at the lth iteration, we pick a specific set P
(l)
h

and we take a
(l+1)
h and b

(l+1)
h as the optimal value a and b of the problem

minimize
∑

i∈P
(l)
h

max{(aTui + b− yi)
2, (f̃

(l)
h (ui) − yi)

2
+}

+
∑

i/∈P
(l)
h

((aTui + b− yi − |f (l)(ui) − yi|)+ + |f (l)(ui) − yi|)2,
(4.12)

where (x)+ = 0 for x ≤ 0 and (x)+ = x for x > 0. We set a
(l+1)
j = a

(l)
j and b

(l+1)
j = b

(l)
j

for h 6= j. We then find a new parttition P
(l+1)
j that satisfy conditions (4.10) and we

keep iterating until we reach convergence.

There could be different ways of picking the set P
(l)
h at each iteration. A natural one

is to iteratively pick its value from 1 to k. The algorithm then becomes

Improved Least-squares Partition Algorithm.

given partition P
(0)
1 , . . . , P

(0)
K of {1, . . . ,m}, iteration limit lmax

for l = 0, . . . , lmax

1. h = modk l + 1.

2. Compute a
(l+1)
h and b

(l+1)
h as in (4.12).

3. Define a
(l+1)
j = a

(l)
j and b

(l+1)
j = b

(l)
j for h 6= j.

4. Form the partition P
(l+1)
1 , . . . , P

(l+1)
k as in (4.10).

5. Quit if P
(l)
j = P

(l+1)
j for j = 1, . . . , k.

4.4.1 Interpretation

To gain some insight in this algorithm, we first make some observations on the value of

J from the lth iteration to the next assuming we are only changing a
(l)
1 to a

(l+1)
1 and b

(l)
1

to b
(l+1)
1 .

The contribution to the value of J associated with a point i /∈ P
(l)
1 at iteration (l+1)
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is

(f (l+1) − yi)
2 = (max{f (l)(ui), a

(l+1)T
1 ui + b

(l+1)
1 } − yi)

2, (4.13)

and for a point i ∈ P
(l)
1 is

(f (l+1) − yi)
2 = (max{a(l+1)T

1 ui + b
(l+1)
1 , f̃

(l)
1 ) − yi}2. (4.14)

The value of J at iteration (l + 1) is then given by

J =
∑

i∈P
(l)
1

(max{a(l+1)T
1 ui+b

(l+1)
1 , f̃

(l)
1 )−yi}2+

∑

i/∈P
(l)
1

(max{f (l)(ui), a
(l+1)T
1 ui+b

(l+1)
1 }−yi)

2.

We would like to choose a
(l+1)
1 and b

(l+1)
1 that minimize J . The problem is that both

expression (4.13) and (4.14) are in general non convex in a
(l+1)
1 and b

(l+1)
1 and therefore

the problem of minimizing J as a function of a
(l+1)
1 and b

(l+1)
1 is, in general, hard to

solve.

We therefore seek convex functions of a
(l+1)
1 and b

(l+1)
1 that gives an upper bound

of (4.13) and (4.14). It’s easy to see that

((a
(l+1)T
1 ui + b

(l+1)
1 − yi − |f (l)(ui) − yi|)+ + |f (l)(ui) − yi|)2 (4.15)

is convex as a function of a
(l+1)
1 and b

(l+1)
1 and is always greater or equal than (4.13).

Notice that (4.15) is equal to (4.13) if a
(l+1)T
1 ui + b

(l+1)
1 ≤ yi + |f (l)(ui) − yi| and in

particular if a
(l+1)
h = a

(l)
h and b

(l+1)
h = b

(l)
h . It’s also easy to see that

max{(a(l+1)T
1 ui + b

(l+1)
1 − yi)

2, (f̃
(l)
1 (ui) − yi)

2
+} (4.16)

is convex as a function of a
(l+1)
1 and b

(l+1)
1 and is always greater or equal than (4.14).

Notice that (4.16) is equal to (4.14) if a
(l+1)
h = a

(l)
h and b

(l+1)
h = b

(l)
h .

It’s then clear that at each step, the algorithm minimizes an upper bound of J over

the parameters a
(l+1)
h and b

(l+1)
h by fixing all the other parameters. It’s also important

to notice that the upper bound of J is equal to J for a
(l+1)
h = a

(l)
h and b

(l+1)
h = b

(l)
h . This

is the key property to show the convergence of the algorithm.

From this derivation is clear that problem (4.12) is a convex problem and it can also
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be rewritten as

minimize ‖t‖2

subject to f̃
(l)
h (ui) − yi ≤ ti, i ∈ P

(l)
h ,

−ti ≤ aTui + b− yi ≤ ti, i ∈ P
(l)
h ,

aTui + b− yi ≤ ti, i /∈ P
(l)
h ,

−ti ≤ f (l)(ui) − yi ≤ ti, i /∈ P
(l)
h ,

(4.17)

which is a quadratic program [BV04].

4.4.2 Convergence

It’s easy to show that the optimal value of (4.3) will converge. In fact we have

J (l+1) =
∑

i∈P
(l)
h

(f (l+1)(ui) − yi)
2 +

∑

i/∈P
(l)
h

(f (l+1)(ui))
2

≤
∑

i∈P
(l)
h

max{(a(l+1)T
h ui + b

(l+1)
h − yi)

2, (f̃
(l)
h (ui) − yi)

2
+}

+
∑

i/∈P
(l)
h

((a
(l+1)T
h ui + b

(l+1)
h − yi − |f (l)(ui) − yi|)+ + |f (l)(ui) − yi|)2

≤
∑

i∈P
(l)
h

max{(a(l)T
h ui + b

(l)
h − yi)

2, (f̃
(l)
h (ui) − yi)

2
+}

+
∑

i/∈P
(l)
h

((a
(l)T
h ui + b

(l)
h − yi − |f (l)(ui) − yi|)+ + |f (l)(ui) − yi|)2

=
∑

ui

(f (l)(ui) − yi)
2

= J (l).

Therefore at each iteration the value of J can only decrease and will therefore converge.

4.4.3 Connection with the simple partition algorithm

We should notice that, if the given data can be interpolated by a convex function the

solution of (4.12) is be the same as the one of

minimize
∑

i∈P
(l)
h

max{(aTui + b− yi)
2, (f̃

(l)
h (ui) − yi)

2
+}, (4.18)
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provided this problem has a unique solution. This minimization problem is performed

only locally on the points of the set P
(l)
h as for the simple partition algorithm. Moreover,

as long as f̃
(l)
h (ui) − yi ≤ 0 problem (4.18) reduces to

minimize
∑

i∈P
(l)
h

(aTui + b− yi)
2,

which is the same as the minimization performed in the simple partition algorithm. This

condition is usually satisfied if the data can be interpolated with a convex function.

This shows that under certain conditions the improved and simple partition algorithm

are identical.

Finally we should notice that the starting point and the other techniques introduced

for the simple algorithm can be used for the improved partition algorithm.

4.5 Numerical examples

In this section we show some numerical results, using the following data set. The di-

mension is n = 3, and we have m = 113 = 1331 points. The set of points ui is given by

V × V × V, where V = {−5,−4,−3,−2,−1, 0, 1, 2, 3, 4, 5}. The values are obtained as

yi = g(ui), where g is the (convex) function

g(x) = log(expx1 + expx2 + expx3).

We use the piecewise-linear fitting algorithm described in §4.3.4, with iteration limit

lmax = 50, and number of terms varying from k = 0 to k = 20. For k = 0, the fitting

function is taken to be zero, so we report the RMS value of y1, . . . , ym as the RMS fit.

For k = 1, the fit is the best affine fit to the data, which can be found using least-squares.

Figure 4.5 shows the RMS fits obtained after Ntrials = 10 trials (top curve), and after

Ntrials = 100 trials (bottom curve). These show that good fits are obtained with only 10

trials, and that (slightly) better ones are obtained with 100 trials.

To give an idea of the variation in RMS fit obtained with different trials, as well

as the number of steps required for convergence (if it occurs), we fix the number of

terms at k = 12, and run the least-squares partition algorithm 200 times, with a limit

of 50 iterations, recording both the final RMS fit obtained, and the number of steps

before convergence. (The number of steps is reported as 50 if the least-squares partition
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Figure 4.1: Best RMS fit obtained with 10 trials (top curve) and 100 trials (bottom
curve), versus number of terms k in max-affine function.

algorithm has not converged in 50 steps.) Figure 4.5 shows the histogram of RMS fit

obtained. We can see that the fit is often, but not always, quite good; in just a few cases

the fit obtained is poor. Evidently the best of even a modest number of trials will be

quite good.

Figure 4.5 shows the distribution of the number of iterations of the least-squares

partition algorithm required to converge. Convergence failed in 13 of the 200 trials;

but in fact, the RMS fit obtained in these trials was not particularly bad. Typically

convergence occurs within around 25 iterations.



52 CHAPTER 4. CONVEX PIECEWISE-LINEAR FITTING

0.02 0.022 0.024 0.026 0.028 0.03 0.032 0.034 0.036
0

5

10

15

20

25

30

35

RMS fit

N
u
m

b
er

of
tr

ia
ls

Figure 4.2: Distribution of RMS fit obtained in 200 trials of least-squares partition
algorithm, for k = 12, lmax = 50.
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Figure 4.3: Distribution of the number of steps required by least-squares partition algo-
rithm to converge, over 200 trials. The number of steps is reported as 50 if convergence
has not been obtained in 50 steps.
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Figure 4.4: Best RMS fit obtained for max-affine function (top) and sum-max function
(bottom).

In our last numerical example, we compare fitting the data with a max-affine function

with k terms, and with the more general form

f(x) = max
i=1,...,k/2

(

aT
i x+ bi

)

+ max
i=k/2+1,...,k

(

aT
i x+ bi

)

,

parametrized by a1, . . . , ak ∈ Rn and b1, . . . , bk ∈ R. (Note that the number of pa-

rameters in each function form is the same.) This function corresponds to the general

form (4.4) with

ψ(z1, . . . , zk) = max
i=1,...,k/2

zi + max
i=k/2+1,...,k

zi,

and

φ(x, α) = (aT
1 x+ b1, . . . , a

T
k x+ bk).

We set the iteration limit for both forms as lmax = 100, and take the best fit obtained

in Ntrials = 10 trials. We use the value ρ = 10−5 for the regularization parameter in the

general form algorithm. Figure 4.4 shows the RMS fit obtained for the two forms, versus

k. Evidently the sum-max form gives (slightly) better RMS fit than the max-affine form.



54 CHAPTER 4. CONVEX PIECEWISE-LINEAR FITTING



Chapter 5

Convex polynomial fitting

5.1 Introduction

We consider the problem of fitting given data

(u1, y1), . . . , (um, ym)

with ui ∈ Rn and yi ∈ R with a convex polynomial f .

Given polynomials p1, . . . , pw in n variables, we restrict the polynomials we are con-

sidering so that f has the form

f = c1p1 + · · · + cwpw,

where ci for i = 1, . . . , w, are reals. We would like to choose variables c = (c1, . . . , cw).

For example, this description of f allows us to describe the set of polynomials of degree

less than a constant or the polynomials of a specific degree.

Using least-squares fitting we obtain the problem

minimize
∑m

i=1(f(ui) − yi)
2

subject to f is convex,
(5.1)

One may also consider other norms but we will use the above formulation in this chapter.

In some special cases the solution to this problem is known. If, for example, the

polynomials pi are such that f is affine in x and therefore convex, we have that f has

55
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the form f = c1 + c2x1 + · · · + cn+1xn and the problem becomes

minimize
∑m

i=1(f(ui) − yi)
2.

This is a least-squares problem with variable ci and it has an analytical solution.

If instead the polynomials pi have degree less than or equal to 2 then f is a quadratic

form and can be written as

f(x) = xTAx+ bTx+ r,

where A, b, and r linearly depend on c. Since imposing the convexity of f is equivalent

to imposing A to be positive semidefinite, the problem becomes

minimize
∑m

i=1(f(ui) − yi)
2

subject to f(x) = xTAx+ bTx+ r,

A � 0.

This problem is a semidefinite program (SDP) [BV04] with variables A, b, and r and can

be solved efficiently.

In the general case, if we consider the set C of coefficients such that f is convex

C = {c | f = c1p1 + · · · + cdpw, f is convex} ,

problem (5.1) can be rewritten as

minimize
∑m

i=1(f(ui) − yi)
2

subject to c ∈ C.
(5.2)

Since the set C is convex, this is a convex optimization problem. Nevertheless, since

there is no known tractable description of the set C in general and so the problem is hard

to solve.

We will consider a subset of C so that the problem becomes tractable. We will also

show conditions under which one can solve the original problem exactly.
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5.2 Convex polynomials via SOS

We first consider the problem of imposing convexity on a generic polynomial f in n

variables of the form f = c1p1 + · · ·+ cwpw where pi, i = 1, . . . , w, are given polynomials

in n variables, c = (c1, . . . , cw) ∈ Rw, and d is the degree of f .

We know that a necessary and sufficient condition for f to be convex is that

h = sT∇2f(x)s ≥ 0 for all x, s. (5.3)

Notice that h is a polynomial expression with variables s and x and moreover is of the

same degree d as f .

A polynomial g(t) such that g(t) ≥ 0 for all t ∈ Rn is called positive semidefinite

(PSD). Therefore f is convex if and only if h is PSD.

Except for special cases (e.g., n = 1 or d = 2), it is NP-hard to determine whether

or not a given polynomial is PSD, let alone solve an optimization problem, with the

coefficients of c as variables, with the constraint that h is PSD.

A famous sufficient condition for a polynomial to be PSD is that it has the form

g(x) =
r

∑

i=1

qi(x)
2,

for some polynomials qi, with degree no more than d/2. A polynomial g that has this

sum-of-squares form is called SOS.

The condition that a polynomial g be SOS (viewed as a constraint on its coefficients)

turns out to be equivalent to an linear matrix inequality (LMI) ([Nes00, Par00]). In

particular a polynomial g of even degree w is SOS if and only if there exist monomials

of degree less that d/2, e1, . . . , es and a positive semidefinite matrix V such that

g = eTV e. (5.4)

Since the condition g = eTV e is a set of linear equality constraints relating the coefficients

of g to the elements of V , we have that imposing the polynomial g to be SOS is equivalent

to the positive semidefiniteness constraint that V � 0 together with a set of linear

equality constraints.

We will impose convexity on the polynomial f by requiring h to be SOS. We then
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clearly have

S = {c | h is SOS} ⊆ C.

Since the condition of a polynomial being PSD is not equivalent to being SOS, in general

C 6= S and therefore by imposing h to be SOS, we are not considering all the possible

convex polynomials but only a subset of them. Only in special cases does S = C, for

example if n = 1 or d = 2.

As mentioned above, the advantage of h being SOS is that imposing this constraint

can be cast as LMI and handled efficiently [BGFB94].

5.3 Function fitting via SOS

Using the approximation of the previous section to solve problem (5.1), we obtain

minimize
∑m

i=1(f(ui) − yi)
2

subject to c ∈ S.
(5.5)

Equivalently, using the necessary and sufficient condition for a polynomial to be SOS,

we obtain the problem

minimize
∑m

i=1(f(ui) − yi)
2

subject to h = sT∇2f(x)s = eTV e for all x, s

V � 0,

(5.6)

where e is a vector of monomials in s and x and the variables are the matrix V and c.

Since the equation h = eTV e is simply a set of linear equations in the coefficients of V

and c, this problem can be cast as a semidefinite program for which there are efficient

algorithms [BV04, VB96].

5.3.1 Numerical example

We present a very simple example for n = 1, where the data ui for i = 1, . . . , 100, is

obtained by uniformly sampling the interval [−5, 5] and yi = exp(ui). In this case, since

S = C we can tractably solve problem (5.1). Figure 5.1 shows an example, where stars

correspond to given data points.
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Figure 5.1: Convex polynomial fitting example.
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5.4 Minimum volume set fitting

In this section we address the problem of finding a convex set P , described through a

sub-level set of a convex polynomial g, that contains a set of points and is close in some

sense to them. We would like, for example, to find the minimum volume set P that

includes all points ui.

As before, given polynomials p1, . . . , pw we restrict ourselves to consider a polynomial

g of the form

g = b1p1 + · · · + bwpw,

where we would like to choose b ∈ Rw. Therefore we want to solve the problem

minimize volume(P )

subject to P = {x | g(x) ≤ 1}
ui ∈ P for all i = 1, . . . ,m,

P is convex.

(5.7)

If for example g is a polynomial of degree 2, P will be the minimum volume ellipsoid

containing all the data points. This is a well-known problem [BV04] and if we write g

as g = xTAx+ bTx+ r we then g is convex if and only if A is positive semidefinite. The

above problem then becomes

minimize volume(P )

subject to uT
i Aui + bTui + r ≤ 1, i = 1, . . . ,m

A � 0.

We can assume without loss of generality that g(x) ≥ 0 for all x, in which case the

volume of P is proportional to
√

detA−1 and we can write the problem as

minimize log detA−1

subject to uT
i Aui + bTui + r ≤ 1, i = 1, . . . ,m

A � 0




A b

bT r



 � 0,

where the last constraint is equivalent to g(x) ≥ 0 for all x. This problem can be cast
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as an SDP [NN95].

In the general case the problem can be written as

minimize volume(P )

subject to ui ∈ P for i = 1, . . . ,m,

h = sT∇2g(x)s ≥ 0 for all x, s.

Now not only is the second constraint hard to handle exactly, but there is also no known

way to efficiently compute the volume of P . We propose a heuristic algorithm that tries to

shrink the set P around the data points and that for d = 2 is equivalent to the minimum

volume ellipsoid. This problem has possible applications in data mining [KNZ01, LN95],

robotics, and computer vision [KG99, TCS+94, RB97].

5.4.1 Pseudo minimum volume heuristic

The main idea of the algorithm is to increase the curvature of g along all directions so

that the set P gets closer to the points ui. Since the curvature of g along the direction

s is proportional to

h = sT∇2g(x)s,

we will write h in a specific form so that we can, at the same time, enforce h to be PSD

and increase the curvature of g.

The first step, as before, is to impose

h = sT∇2g(x)s is SOS,

or equivalently

h = sT∇2g(x)s = eTV e for all x, s

V � 0,

where e is a vector of monomials in x and s. In this way we have that g is convex.

Similarly to the case of the minimum volume ellipsoid, we maximize the determinant of

V which has the effect of increasing the curvature of g along all possible directions.
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The heuristic becomes

minimize log detV −1

subject to g(x) ≥ 0 for all x,

sT∇2g(x)s = eTV e for all x, s

g(ui) ≤ 1 i = 1, . . . ,m.

Again replacing the positivity constraint g(x) ≥ 0 by an SOS condition, we arrive at

minimize log detV −1

subject to g is SOS

sT∇2g(x)s = eTV e for all x, s

g(ui) ≤ 1 i = 1, . . . ,m,

or equivalently

minimize log detV −1

subject to g = hTCh,

C � 0,

sT∇2g(x)s = eTV e for all x, s

g(ui) ≤ 1 i = 1, . . . ,m,

(5.8)

where h is a vector of monomials in x and e is a vector of monomials in x and s. This

problem can now be solved efficiently.

It is clear that for d = 2, the problem reduces to finding the minimum volume

ellipsoid. Note that the matrix C is not unique and it depends on the choice of monomials

e. It is also possible for the heuristic to fail; for example, if we choose a redundant set

of monomials for e, then C may not be full rank and the determinant of C will be zero.

One workaround for this is to use fewer monomials for e. Moreover we should notice

that it is not strictly needed for e to be made out of monomials but any polynomial

expression would work.

It can be shown (see Appendix) that, under some minor conditions, the solution to

this problem has the nice property of being invariant to affine coordinate transformations.

In other words, if P is the solution of the problem, by changing the coordinates of the

points ui through an affine transformation, we would have that the set P scaled by the

same transformation, is an optimal point for the problem in the new set of coordinates.
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Example

We show in a simple case how to derive the matrices C and V for problem (5.8). Suppose

g has the form

g(x, y) = c1 + c2x
4y4,

we can choose the vectors of monomials h as

h = (1, x2y2).

With this choice of h the matrix C will be

C =





c1 0

0 c2



 .

We then have

h = sT∇2g(x)s = 12c3x
2y4s21 + 12c3x

4y2s22 + 32x3y3s1s2,

and by picking the vector of monomials e to be

e = (xy2s1, x
2ys2),

we obtain

h = eTV e = eT





12c3 16c3

16c3 12c3



 e.

Numerical example

We show the result of the algorithm for a set of points corresponding to the simulated

first 150 steps of a dynamical system. We pick g to be a generic polynomial of degree

less than d. Figure 5.2 shows the level set for different degrees d of the polynomial g.
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d = 6

d = 2d = 2

d = 4

Figure 5.2: Pseudo minimum volume example.
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5.5 Conditional convex polynomial fitting

In this section we want to solve problem (5.1) with the relaxed constraint that f is convex

only over a set P and not on the entire space

minimize
∑m

i=1(f(ui) − yi)
2

subject to f is convex on P.
(5.9)

We require that the set P contains the points ui and that is convex. Moreover the set

P should be described as the sub-level set of a polynomial g

P = {x | g(x) ≤ 1} .

For example, the previously presented algorithm gives us a set P with the required

properties that can be used to solve problem (5.9).

We will write a sufficient condition for f to be convex over the set P . We will show

that for P compact this condition has a nice property that allows to prove a stronger

result. For h = sT∇2fs we define

l(x, s) = h(x, s) + w(x, s)(1 − g(x)), (5.10)

where w is a sum of squares polynomial. It is clear that if l is SOS then the function f

will be convex over the set P . Vice versa it can be shown [Sch91] that if P is compact

and h is strictly positive over P , there exist SOS polynomials l and w so that (5.10)

holds.

Therefore, by using this condition to impose convexity of f over P , the problem

becomes
minimize

∑m
i=1(f(ui) − yi)

2

subject to sT∇2fs− w(x, s)(1 − g(x)) is SOS

w is SOS.

Notice that we have a wide range of choice for the polynomial w since the only constraint

is that it should be SOS. Therefore we cannot solve this problem because to describe

the polynomial w we would need an infinite number of variables. Nevertheless we should

notice that if we were able to solve this problem and P was compact, we would be able
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to find a polynomial for which the cost function is no greater than the optimal value of

minimize
∑m

i=1(f(ui) − yi)
2

subject to f is strictly convex on P.
(5.11)

To make this problem tractable we can, for example, impose the maximum degree of

w to be less than a given constant t. In this case, w will have the form

w = hTWh,

where h is a vector of all monomials of degree less or equal than t/2 and W is a generic

positive semidefinite matrix.

Once we fix the order of the polynomial w, the problem can be cast as a convex

program (SDP) and solved efficiently. We obtain the problem

minimize
∑m

i=1(f(ui) − yi)
2

subject to sT∇2fs− w(x, s)(1 − g(x)) is SOS

w = hTWh,

W � 0,

where the variables are c and W and h is a vector of monomials of degree less or equal

than t/2. By increasing t we obtain larger problems that in the limit tend to a solution

for which the cost function is not greater than the optimal value of problem (5.11).

5.5.1 Numerical example

We solve the same numerical example presented in section 5.3.1 but imposing convexity

only on the interval [−5, 5]. In this way we can, for example, fit using odd degree

polynomials. We describe the interval with g(x) = x2 − 24 and we fix the degree of w

to be less or equal than 4. In particular figure 5.3 shows the result for a third and fifth

order polynomial. Clearly the function is not convex on R but it is still convex on the

interval [−5, 5].
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d = 3

d = 5

50−5 10−10

Figure 5.3: Conditional convex polynomial fitting.
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5.6 Extensions

We present two simple extensions. The first one allows to fit a set of points described

through the intersection of two sub-level sets of polynomials. The second one extends

the results of this chapter to a different class of polynomials.

5.6.1 Fitting the intersection of sub-level sets of polynomials

One simple extension of the pseudo minimum volume heuristic is to find a convex set P

that fits a set of the form

K = {x | fi(x) ≤ 0 i = 1, 2} ,

where fi are polynomials.

We can write a sufficient condition for P to contain K. In particular, if we have

(1 − g(ui)) + w1f1 + w2f2 − w3f1f2 is SOS, (5.12)

where wi are SOS, clearly the set P will contain the set K. It can also be shown [Sch91]

that if K is compact and P is such that x̂ ∈ K implies g(x̂) < 1 then there exist SOS

polynomials wi such that (5.12) is verified.

The heuristic can be modified to impose K ⊆ P as

minimize log detC−1

subject to g is SOS

sT∇2g(x)s = eTCe for all x, s ∈ Rn

(1 − g(ui)) +
∑

iwifi − w3f1f2 is SOS,

w1, w2, w3 are SOS.

To be able to solve this problem, we need to impose some more constraints on the

polynomials wi since the only constraint is that they should be SOS. As we did before,

we can impose them to have a maximum degree less than some constant, and the resulting

optimization problem is an SDP. With similar techniques one may also also easily handle

union and intersection of such sets.
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5.6.2 Convexity along a line passing through a point

We can extends the techniques presented in this chapter to a different class of polyno-

mials [KG99], that are convex only when restricted to a line passing for a given point

x0.

Given a polynomial f and a point x0, the property is equivalent to

h(x) = (x− x0)
T∇2f(x)(x− x0) ≥ 0 for all x.

In other words we are replacing the generic direction s in (5.3) along which the curvature

of the polynomial is evaluated, with the direction x−x0 that goes through the point x0.

We can therefore apply the function fitting algorithm (5.5) and the pseudo minimum

volume algorithm (5.8) for polynomials with this property by simply substituting s with

x− x0. We should point out that in this case the algorithm loses the property of being

invariant under an affine coordinate transformation.





Appendix A

A.1 Affine coordinate transformation invariance

Given problem (5.8), we would like to show the relationship between the solutions of it

for two different systems of coordinates x, y such that x = Ay + b where detA 6= 0. In

particular we have that, if ui, vi for i = 1, . . . ,m are the points in the first and second

system of coordinates respectively,

ui = Avi + b.

We will use subscript x to refer to the problem with the x coordinates and a y subscript

for the problem in the y coordinates. We call, for example, ex and hx the vectors e and

h in the first system of coordinates and ey and hy in the second. We also call êy and ĥy

the vectors ex and hx where each component as been transformed in the other system

of coordinates so that x = Ay + b and sx = Asy. Therefore each component of ĥy, for

example, is a polynomial in y and êy depends only on y and sy. The same holds for êx

and ĥx which are the vectors ey and hy in the other system of coordinates.

We make the assumption that the vector êy can be represented as a linear combination

of ey and that êx is a linear combination of ex. Moreover we require the same property

for the vectors hx and hy. This assumption is satisfied, for example, if hx consists of

all monomials up to a certain degree in x and the same choice is made for hy. In other

words, we require that in the two systems of coordinates, we can describe the same set

of polynomials.

71
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Given this property we have that

ĥy = U1hy,

êy = U2ey,

where U1 and U2 are matrices that depend nonlinearly on A and b. So suppose that

g(x) is a feasible solution for the problem in the x coordinates. We will show that the

polynomial f(y) = g(Ay + b) is feasible in the second system of coordinates.

We have that

f(vi) = g(Avi + b) = g(ui) ≤ 1,

and therefore the points are included in the sub-level set. We also have that

f(y) = g(Ay + b)

= ĥT
y Cxĥy

= hT
y U

T
1 CxU1hy,

where clearly Cy = UT
1 CxU1 � 0, and

sT
y ∇2f(y)sy = sT

y ∇2g(Ay + b)sy

= sT
yA

T∇2
xg(Ay + b)Asy

= êTy Vxêy

= eTy U
T
2 VxU2ey,

where Vy = UT
2 VxU2 � 0. It is also clearly true that

log detV −1
x = 2 log detU2 + log detVy,

in other words the same polynomial after a coordinate transformation is still feasible

for the second problem and produce a value which is the same except for a constant

independent of the polynomial. Since the same applies in the other direction, we can

conclude that an optimal solution to the first problem will be optimal for the second one

too.
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