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Abstract

Existing BICMOS static memories do not simultaneously combine the speed of bipolar
memories with the low power and density of CMOS memories. Beginning with
fundamentally fast low-swing bipolar circuits and zero-power CMOS storage latches,
we introduce CMOS devices into the bipolar circuits to reduce the power dissipation
without compromising speed and insert bipolar transistors into CMOS storage arrays to
improve the speed without power nor density penalties.

Replacing passive load resistors with switched PMOS transistors reduces the amount
of power required to keep bipolar decoder outputs low. The access delay need not
increase because the load resistance is quickly reduced via a low-swing signal when the
decoder could switch. For ECL NOR decoders, we apply a variable BICMOS current
source that is simplified by carefully regulating the negative supply. We also develop
techniques that improve the reading and writing characteristics of the CMOS-storage,
emitter-access memory cell.

A 16K-word 4-bit asynchronous CSEA memory was fabricated in gaia.&CMOS
technology and accesses in 3.7ns while using 1.75W. An improved 64Kx4 design is
simulated to run at 3.4ns and 2.3W. Finally, a synchronous 4Kx64 CSEA memory is
estimated to operate at 2.5ns and 2.4W in the same process technology.

Key Words and Phrases: static memories (SRAM), BICMOS circuit techniques,
low-swing signalling, CSEA memory cell, pulsed circuits
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Chapter 1 Introduction

Chapter 1

Introduction

Changes in integrated circuit processing technology provide new challenges, and some-
times new opportunities, for SRAM designers. A case in point is BICMOS. This relatively
new technology, which integrates components from both bipolar and CMOS processes,
offers the opportunity to design systems with the high switching speed of ECL bipolar cir-
cuits or the low power dissipation and high density of CMOS circuits. The challenge of
BICMOS circuit design is to achieve high speed, high density, and low power, simulta-
neously. The field of fast SRAMs provides an excellent arena in which to compare
BICMOS circuit designs, since SRAMs are simple to design, perform a useful function,
and are very easy to compare. At the lower power end of the spectrum, a number of
BICMOS SRAMs achieve faster access than CMOS designs at nearly equivalent power
and density [1 2 3]. However, at the other end, the BICMOS memories with nearly-bipo-
lar access times dissipate much more power than their CMOS counterparts [4 5]. This dis-
sertation explores the use of BICMOS technology to build very high-speed SRAMs at
power and density levels appropriate for integration onto single-chip computers.

This thesis comprises six chapters. Since SRAM design is a highly developed field, this
thesis builds upon many ideas from previous work. Chapter 2 provides background mate-
rial for understanding the content and context of this work. After discussing SRAM orga-
nizational issues that affect performance, the chapter focuses on the performance
characteristics of static memories fabricated in the major silicon-based integrated circuit
technologies. In particular, the chapter zeroes in on the advantages and disadvantages of
CMQOS, bipolar, and BICMOS memories in terms of speed, power, and capacity.

A major speed advantage of bipolar memories arises from the fast switching offered by
low-swing bipolar decoders. Unfortunately, the power dissipation of bipolar decoders is
prohibitive for many high-capacity applications. Chapter 3 introduces new techniques that
reduce the power of low-swing decoders without substantially increasing the delay. By
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replacing the standard decoder load resistor with a switched PMOS transistor, gate cur-
rents and load resistances may be simultaneously varied so that a decoder gate dissipates
much less current when it is unselected. If decoder selection is sufficiently rapid, then
active transitions are not delayed. The chapter demonstrates this approach for improving
the power dissipation of diod&ND and ECLNORdecoders. For ECNORdecoders, the
switched PMOS load is combined with a new pulsed current source to reduce the average
power of the decodéMORgate. The pulsed signalling needed by such a gate has speed as
well as power advantages, but places stringent requirements on the pulsed current sources
and their supplies. To address this issue the chapter proposes a new on-chip supply gener-
ator that uses the capacitance of the memory arrays to supply the transient charge required
by the current pulses. Finally, the chapter introduces a low-power ECL-CMOS level con-
verter that is appropriate for providing pulsed word line discharge currents that improve
both memory access time and power.

Another significant component of the access time in most BICMOS memories results from
the delay in amplifying the low-swing decoded address into sufficiently large voltages to
access a CMOS memory cell. The CMOS-storage emitter-access (CSEA) memory cell,
which has been previously integrated [6], is accessed with a low-swing word line, and thus
has the potential for faster access. However, the CSEA cell requires careful design to over-
come the limitations of its single-ended read port and full-swing write port. Chapter 4
describes techniques that provide fast and robust CSEA sensing and writing. A primary
concern of low-swing single-ended reads is the effects of transient supply variation on the
bit lines. The chapter opens with an analysis of the noise margin of CSEA bit line sensing
in the presence of array parasitics and supply noise; the analysis shows that CSEA sensing
can be robust due to the high read current supplied by the CSEA memory cell. However,
the bit lines are only part of the problem, since the large amount of multiplexing required
for large SRAMs leads to the use of very low-swing signalling elsewhere in the sense
path. The chapter introduces a new two-level cascode sense amplifier that improves access
time by reducing the capacitance on long global wires while maintaining excellent signal
integrity in the presence of supply noise. For pulsed CSEA memories, a better solution is
proposed that improves the delay by effectively beginning each access with the bit line
close to its switching point. This method is especially applicable for wide access widths,
where the column overhead of the pulsed sensing is reduced. Finally, the chapter attacks
the write performance issues, by applying the word line ECL-CMOS level converter of
Chapter 3 and a modified divided word line technique to provide fast writes with large
noise margin and small cell area.
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Chapter 5 puts together the work of Chapters 3 and 4 by exploring the design of several
different CSEA SRAMSs. It reports experimental results of a 46K SEA memory that
delivers 3.7-ns read access time in ah8BiCMOS process technology [7 8]. This
technology provides 0.8m NMOS and PMOS channel lengths with silicided polysilicon

and diffused regions, a 7-GHz NPN bipolar transistor, and 3 levels of tungsten metalli-
zation. Important process characteristics are summarized in Table 1-1. Because this was
the fabrication technology for the experimental memory, it is also used throughout this
thesis as the process for circuit exploration and simulation; in this way fair comparisons
are possible between fabricated and simulation-based designs. While thé d@nory

utilizes several of the design techniques of this thesis, theé4kKnulation-based design

of Section 5.2 provides faster (3.4ns) and more robust reads due to the incorporation of
improved circuits from Chapters 3 and 4. This performance level is achieved at much
lower power than has been reported for bipolar memories. The pulsed circuit techniques of
this thesis offer additional speed and power advantages for synchronous static memories.
Chapter 5 describes a complete pulsed BICMOS memory that offers 2.5-ns access time at
a power dissipation of less than 3W. These designs show the performance advantages that
can be achieved by combining CMOS transistors into low-swing ECL-style logic gates.

Table 1-1 Process Characteristics

Parameter Value

Minimum NPN Emitter 1.¢m x 0.8um
NPN 100
NPNfr 7GHz
NMOS/PMOS Minimum Gate Length Quén
NMOS/PMOS §, 20nm
Contacted First Metal Pitch 48n
Contacted Second Metal Pitch pra
Contacted Third Metal Pitch 3.2n

The final chapter summarizes the contributions of this thesis. It also suggests a few areas
where additional research could advance these results.
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Chapter 2

High Speed Static Memory Subsystems

This thesis focuses on circuit design techniques for high performance BiCMOS static
memories. In order to provide a framework for understanding the techniques and the
issues behind them, this chapter provides an overview of high-speed SRAM design. The
chapter discusses basic SRAM structures and terminology, and provides historical per-
spective on the circuits used in SRAMs. In particular, the design of SRAMs in CMOS,
bipolar, and BICMOS technologies is described, because the techniques of Chapters 3 and
4 borrow and expand upon circuits and concepts from each of the three technologies.

The chapter’s organization reflects these goals. Section 2.1 introduces the architectural
structure and function of a typical SRAM as well as the SRAM terminology used in this
thesis. Section 2.2 discusses high-speed memories built exclusively from CMOS transis-
tors. While its extremely low static current memory cell and high packing density once
provided its principal advantages, new circuit techniques and faster devices have rapidly
closed the access time penalty versus bipolar and BICMOS designs. Section 2.3 describes
the fastest silicon memories currently built — those constructed from high-speed bipolar
technology. While density and power considerations prevent the use of bipolar memories
in most systems, low-swing access techniques developed for these SRAMs are widely and
increasingly being applied to other technologies. SRAMs built using the hybrid technol-
ogy BICMOS are the topic of Section 2.4. The additional design flexibility inherent in
BICMOS has produced a wide variety of performance tradeoffs, including some SRAMs
with nearly-bipolar speed and nearly-CMOS power and density.

2.1 Static Memory Basics

All computer memories have a mechanism for storing their datstditid memories are
unigue because they utilize active devices that are connected in a positive feedback loop to
retain their data. The active feedback allows static memories to hold their data as long as
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power is applied. In contrastynamicmemories typically store their data as charge on a
capacitor, and since the charge may leak away, the data can be lost unles$seghsd

(i.e. re-stored). All of the memories of this thesis raredom-access memorié€RAMS),

which says that external circuitry may access the stored data in an arbitrary order. Some
other types of static memories, such as queues, do not allow random access. Furthermore,
a RAM supports bottvriting (i.e. updating) andeading(i.e. interrogating) the stored data

at roughly equal speeds and in an arbitrary ordering. The memories described in this thesis
are thus all termed static RAMs, or SRAMSs.

RAMs are typically compared on the basis of four performance metrics:
. Capacity — how many bits of data the memory may store at once
. Power — how much power the memory requires to operate

. Read Access Time — how much delay exists between the time when the system
presents an address to the memory and the time when the memory presents the
read data back to the system

. Write Cycle Time — how much delay exists between the time when the system
presents both data to be written and the address at which to write and the time
when the memory is prepared to accept further read or write requests from the
system

SRAMSs have performance advantages over other memories which make them suitable for
certain applications. First, SRAMs that are fabricated in CMOS technologies can have
very low standby power, so CMOS SRAMSs are very attractive for low-power applications
such as battery-powered systems; dynamic memories suffer the disadvantage of power-
consuming refresh cycles. Second, SRAMs usually offer significantly faster access and
cycle times than other memories. This advantage makes SRAMs popular for high-speed
buffer memories and cache memories. A final advantage is that SRAMs are readily built in
the same technologies used for building large digital circuits such as microprocessors, so
SRAMSs are increasingly used as fast on-board memories for high-integration digital inte-
grated circuits. These advantages outweigh the principal disadvantage of SRAMs: they
tend to have lower capacity than dynamic memories, due to the larger number of active
devices in an SRAM memory cell and the wires required to connect them.
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2.1.1 Fast SRAM Organization and Conventions

An SRAM presents a simple interface to the system designer. A simplified view of this
interface appears in Figure 2-1. An SRAM appears to implement a linear array of
N ocationsStorage locations, each of which can contain a siWghét quantity of data (i.e.
aword). The word is the fundamental unit of data communication between the system and
the SRAM, since all bits in a word are read or written simultaneously. This memory is said
to beorganizedasN| gcationsWords byW bits, and has a total memory capacityNafis
bits, whereNgij;s is simply:

N

=N W (2-1)

Bits Locations
The interface features three types of inputs and one type of outpulafjebit wide

input address field specifies which one of 2haddrs Ni&cationg memory locations is

being accessed. The single-bit command field determines whether the current access reads
or writes the selected location. TWEbit write data field supplies the new data that is to be
written into the selected location if the command field specifies writing. FinallyW-ibie

read data field outputs the contents of the selected memory location during read com-
mands.

NAddrs
Input
Address Niocations X W
Read/Write -
Command
W W
Write +’ SRAM . Read
yrite " Data

Figure 2-1 External SRAM Interface

The internal structure of a static memory is composed largely of memory cells, which each
hold one bit of data and thus form the fundamental unit of storage. One can view an
SRAM memory cell as a black box with three classes of connections to the outside world,
or ports

. Power Ports — These terminals supply constant voltage potentials that the cell
uses to maintain its stored value and source and/or sink current when the cell
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communicates through its other ports. These ports usually are omitted from block
diagrams and schematics because they convey no signalling information and con-
nect every cell together. There are typically two such ports per cell.

. Selection Ports — These ports select a given cell to be read and/or written, usually
via a change in voltage potential. This thesis consistently draws the physical wires
that connect the selection ports of memory cells as horizontal lines and terms them
word lines a word line is a wire that selects (at least) one word’s width of bits.
There is usually one such port per cell.

. Communication Ports — Values read from or written to the memory cell pass
through the communication ports. This thesis consistently terms the wires that
connect these memory cell portshéisiinesbecause they allow the transmission
of the stored single-bit values into and out of the cell; bit lines appear as vertical
lines in SRAM diagrams. There is typically one communication port per cell, but
it often involves a pair of differential bit lines that communicate complementary
data values.

The memory cells are designed to tile into two-dimensional arrays, with the word lines
connected to each cell in a row, and the bit lines connected to each cell in a column. While
the external organization would suggest a memory &gyationswords tall by one word

wide, physical constraints that arise from the fact MjatationsiS typically many thou-

sand times larger thaW require an internal organization with an aspect ratio much closer
to unity. As depicted in Figure 2-2, the tall thin logical array may be folded into a nearly
square physical array such that a single word line selects multiple words simultaneously.

The blocks outside the memory array convert the address, command, and data values pre-
sented by the controlling system into the appropriate word line and bit line signalling
required to access the array. In particular,rtve decoderselects the word line that con-
tains the desired word, while tekelumndecoder selects the requested word from among
those selected by the word line. By constraining the number of rows perNrag (@nd

the number of words per columNd ¢ to each be powers of two, the addresses for the
row and column decoders are trivially generated by simply roldmgNg ..« bits of the
input address to the row decoder, and the remaifoggNe s bits to the column
decoder. Meanwhile, the command and write data inputs direcokinen read/writecir-

cuitry to either sense the read data from, or write the input data to, the bit lines of the
selected word. Both the decode and column read/write circuitry deserve additional men-
tion, since they greatly affect the overall SRAM performance.
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Figure 2-2 Internal SRAM Organization
2.1.2 Decoders

Decoders perform a logically simple function that turns out to be fairly complicated to
implement in a high-performance way. The goal is quite straightforward: givBiRbén

input address, select whichever of tﬁ\écmtput lines is identified by the address. Given

true and complemented versions of each address bit, decoding reduces to Blsimglyta

AND gate for each output line; the correspondence between output lines and addresses is
programmed by choosing which version of each input bit (i.e. true or complemented) to
connect to the inputs of eadND gate. High-speed decoder design is more complex
because as the memory capacity increases, the number of address bits rise so the number
of inputs perAND gate (i.e. the gatlan-in) increases. Since increasiam-in gates have

higher delay, most large SRAM decoders use multiple stageDiogic that each have

lower delay due to reducéan-in. In addition, increasing capacity also increases the num-

ber of memory cells affected by each decoder output, which is to say that tfengaié

goes up. Increasinign-outfurther complicates the design, since the delay of logic gates
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increases withfan-out Many SRAMs add additional gain stages to their decoders to
quickly drive large loads.

While the decoding structures described later in this chapter, and in Chapter 3, have many
differences, they all follow the basic structure of Figure 2-3.ifpet bufferancrease the

signal strength of th&l input addresses to drive the capacitance of the decoder gates,
while generating (at least) true and complemented versions of each inputaaiuitbes

line outputs. For multi-stage decoders, the input buffers typically include the first decod-
ing stage and thus produpee-decodedhddress lines, where each line represents a logical
conjunction of two or more inpufsThe address lines select the desired decAtED

gate, which in turns selectsdaiver that increases the signal strength to handle the large
fan-out of the array (for row drivers), or generates control signals for the column
read/write circuitry.

AND Output
Gates Drivers

Bini>e

Input
Buffers

1

2N

Inputs Outputs

VY. VY

D>t

\/\/\/

2N
Address Lines

Figure 2-3 Basic Decoder Structure

1The number of bits pre-decoded by each input buffer is often two, because the four wires
needed to communicate the four possible states of two bits is no more than what is
required to send both true and complement versions of two addresses; beyond three bits of
pre-decoding the number of required wires grows rapidly, increasing both the required
routing area and the total decoder wiring capacitance.
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2.1.3 Column Read/Write Circuits

The column read/write circuits also have a simple logical description that is substantially
more difficult to implement for large, high-speed SRAMs. On a read access, the column
decoder directs the read/write circuits to steer the bit line data from the selected word to
the output buffer which drives the read data to the system. The logic that steers one of
many inputs to the output is known amaltiplexer As the memory capacity increases,

both the number of inputs to each multiplexer and the number of cells on each bit line rise.
The increased capacitance is especially difficult on the bit lines, since the read current
from a memory cell is typically not high enough to rapidly charge the parasitic capacitance
from hundreds or thousands of other memory cells on the same bit line. As a result, fast
SRAMs often use low-swing signalling for reading their bit lines; the basic idea is to begin
each read with the differential bit lines at the same potential, and then to amplify the dif-
ference between the bit lines that develops once the word line selects the memory cell.
Unfortunately, thesense amplifietypically requires too much power and physical space to
implement with each bit line pair. Thus, the sense amplifiers typically operate on the out-
puts of the multiplexers. However, this arrangement adds the large capacitance of the mul-
tiplexer onto the bit line capacitance, which slows the access. Instead of paying this access
penalty, many memories break the multiplexer into stages with reduced capacitance and
insert a sense amplifier between the first and second stages; for very large memories the
intermediate multiplexer capacitance is often high enough that adopting low-swing signal-
ling between multiplexers (with additional sense amplifiers) provides higher performance.

On a write access, the input write data must be steered to the bit lines of the selected word;
because this logic steers one value to one of many places, it is knowmakiplexing

While most CMOS SRAMs once used the same bidirectional pass transistors to accom-
plish both multiplexing and demultiplexing, many fast SRAMs now have parallel paths so
that the read path may use smaller swings than the write path and so the memory may
begin a write access as soon as a previous read has cleared the bit lines. The write circuits
typically get little benefit from low-swing signalling, since the devices that drive the
demultiplexer and the bit lines can be much larger than the devices attached to the bit
lines, so traditional buffering works quite well.

2.1.4 Banks

While both decoders and read/write circuits may be modified to maintain certain perfor-
mance parameters as memory capacity increases, intrinsic problems with the memory

11



2.1.4 Banks

array itself eventually begin to reduce the performance. This performance degradation
arises from several factors. All the memory cells on the selected word line attempt to
charge their bit line capacitance, independent of whether the bit lines are part of the
selected word. Thus, very long word lines waste lots of power in charging unselected bit
lines. A second factor is the intrinsic delay of the wires that form the word and bit lines; as
the arrays grow, so does both the resistance of these wires and the capacitance that loads
them. As a result, the distributed wiRE delay grows as the square of the array dimen-
sions, which slows the access time. Finally, the number of cells on a bit line begins to slow
the access, since there are practical limits to how small a bit line swing may be reliably
sensed.

Rather than tolerate the performance limitations of large arrays, SRAM designers avoid
these problems by using several smaller arrays (often tebaekly. For example,

Figure 2-4 depicts a large memory array which is then broken into four smaller arrays. The
smaller arrays have higher performance because they feature fewer cells per word line and
bit line. However, there is a penalty to this approach: the required amount of decoding
increases. In the figure, the number of decoder gates doubles, since the number of both
word and bit lines doubled when the arrays were split apart. Furthermoia;-tinef the
decoders increases. Considering the row decoders in the example, the individual decoder
blocks control half as many word lines as those in the large array, which requires one less
bit of decoding. However, these decoders also must select between the four banks, since
only one word line should be selected at once to reduce the power in unselected cells; this
extra decoding requires two additional bits of decoding, so the de&biiizgates in the
four-bank case each have one more input than those of the single array.

The increased decoding that results from banked SRAM designs limits the memory per-
formance in several ways. The increased decfastein slows the access. The increased

die area devoted to decoding reduces the memory capacity. Finally, for technologies such
as ECL where the basic decoder dissipates static power, the decoding power increases in
proportion to the number of decoders. As a result, designing large and fast SRAMs
requires complex analysis to determine the appropriate array sizing and organization to
maximize performance. The next sections look at these tradeoffs for CMOS, bipolar, and
BiCMOS SRAMSs.

12



2.2 CMOS Static Memories

R Cell R Cell
R 0 0
0 W Array w Array
w Cell
Ee) Column Decoder
(o
8 Array VS.
S D Cell D Cell
r e e

o Array C Array

Column Decoder
Column Decoder

Figure 2-4 Banked SRAM Organization

2.2 CMOS Static Memories

SRAMs implemented in CMOS technologies dominate the marketplace, because CMOS
memories offer low power and high capacity solutions. Traditionally, CMOS SRAMs
were much slower than the bipolar alternatives, but rapid improvement in CMOS device
performance due to technology scaling and innovative circuit design technique shave
greatly narrowed the gap. This section describes the design of fast CMOS SRAMSs, with
an emphasis on understanding the advantages of CMOS technology that will be exploited
by the circuits of this thesis.

ComplementarfOS (CMOS) circuit technology takes advantage of the insulating gate
terminal and near-zero “off” current of the Metal-Oxide-Semiconductor Field-Effect Tran-
sistor (MOSFET) to implement logic gates that dissipate nearly-zero static power. By uti-
lizing n-channel and p-channel MOSFETSs (i.e. NMOS and PMOS transistors), which have
opposite threshold voltages, classic CMOS circuits implement switch networks that guar-
antee that no current paths exist between the power supplies once the inputs transition; the
action of the switches connects the output to one of the supplies while isolating the output
from the other supply. For example, in the CMRSND gate of Figure 2-5, the output is

high (Vpp) if either input is high, since one or both of PMOS transidtdrandP2 are
conducting and the output is isolated from the low supghg(by at least one of the
series-connected NMOS devices. The output is low only if both inputs are low, where the
only conducting path is tdggvia N1 andN2.

13
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Out

Figure 2-5 A CMOS NAND Gate
The output levels of CMOS gates are the two supply voltdggandVpp, so switching
outputs swing the entire supply range. Such large signal swings are the primary source of
the increased delay in CMOS circuits versus bipolar ones, since for a fixed device current
it requires twice as long to charge a capacitor twice as much voltage. However, the large
swings also guarantee that the next stage of logic sees inputs that are close enough to the
supplies to turn off one device type, so idle CMOS circuits use no power.

The density advantages of CMOS result in part from its low power dissipation. While
competing technologies may also implement millions of components per die, their power
consumption levels are too high for the heat-removal capabilities of standard packaging.
This is not to say that all CMOS dies are low-power. The advantage of CMOS is that gates
only require power when they switch, which is to say when they are accomplishing useful
work. Competing technologies where the basic gates require static power are at a disad-
vantage because in most digital systems, and certainly all SRAMs, most of the circuitry is
idle at any given moment. The next subsection introduces the simple circuit that occupies
most of the space, while requiring little of the power, of many CMOS and BiCMOS
SRAMs: the 6T CMOS memory cell.

2.2.1 CMOS Static Memory Cells

The fastest CMOS SRAMSs use six-transistor (6T) CMOS static memory cells because the
other alternatives have slower cell rise times and thus longer write times. The cell area
penalty for the 6T cell is substantial, roughly 50% over the competing cell types, but is
still only about 7¢>1m2 in a 0.8um technology, which permits enough capacity for many

14
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applications. Furthermore, because the 6T cell requires only bulk PMOS and NMOS
devices, 6T cell-based SRAMs are often implemented on the same integrated circuit as
other parts of the system that uses the SRAM, which improves system integration.

The 6T cell itself is quite simple. Two CMOS inverters with each inverter’s output con-
nected to the other inverter’s inpatdss-couplejicreate a very stable, nearly zero power
latch that is the basis for the memory cell shown in Figure 2-6. The latching operation is
very simple: if node is higher than the switching threshold of t2-P2 inverter then
NMOS deviceN2 pulls down nod®, in turn causindPl to pull nodeD higher. This pos-

itive feedback action forcd3 = Vpp andD = Vgg (neglecting any effects &§3 andN4).

We say that the memory cell stores one when ibéehigh and low. Similarly, if the

cell stores zero thel is low and the positive feedback for@sigh. The leakage current

in such a latch is very small. In common bipolar memories the storage current per memory
cell is less than Ié5Amps (1femtoAmp), so the idle current of a megabit memory array
is less than 1nA. Thus CMOS memory arrays require very little standby power.

Vbp

Word Line

Bit Line Bit Line

Figure 2-6 A 6T CMOS Memory Cell

The latched value is both altered and read through the NMOS access tidvaras$N4.

Because PMOS transistors have higher on resistances than NMOS devices of the same
size, it is simplest to flip the cell state by overpowering a PMOS device by pulling down
its drain with the NMOS access device on the same side. This memory cell is written by
raising the word line, often tdpp, and pulling the bit line down tdggon the cell side

that needs to be low. For instance, if a cell storing one is to be flipped theD nedds to

drop so the bit line driver pulBitLine to Vggwhich causes access transidti@ to fight
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P2. N3 easily drop® low enough folP2 to begin turning on and then the latching action
will rapidly finish flipping the internal cell nodes.

External circuitry can read the cell by raising the word line without driving either bit line.
The cell access transistors then discharge one bit line towWgegand charges the other
towardsVpp — V1h The high capacitance of the bit line presents a problem in reading the
cell: when the word line first rises, the bit lines do not immediately change so they appear
like voltage sources. If a read access begins with a bit line voltage that is too low, the
access device will fight its PMOS device and may inadvertently flip the cell on a read
access. Since NMOS transistors pull down more strongly than up, it is difficult to over-
power an NMOS inverter device with the NMOS access transistor. Thus, higher bit line
potentials are much less likely to unintentionally write a cell. The situation is often
improved by makingN1-N2 have higher drive strength (i.e. larg&t/L) than N3-N4,

which makes it impossible to disturb the cell value with a high bit line potential. Thus, the
column read/write circuits must ensure that the bit lines are at safe (i.e. relatively high)
levels before the word line rises to begin a read access.

A 6T CMOS cell can provide very fast read access, since the cell begins pulling on the bit
line as soon as the word line rises Pagt The issues in making CMOS SRAMSs go fast
have much more to do with quickly raising the word line, and rapidly sensing the bit lines.

2.2.2 Complete CMOS SRAMSs

The read access path of current megabit-class CMOS SRAMSs have many (twenty or more)
address pins and therefore require lots of decoding. As a result, CMOS decoders often uti-
lize three or more stages of decoding to avoid the delay associated with ten-input series
MOS transistor gating. For the sake of clarity Figure 2-7 presents a simplified view of a
CMOS read path that retains the major circuit types present in fast CMOS SRAMSs.

The input buffer generates true and complemented versions of each address bit, which are
used to drive pre-decoded address lines. This pre-decoding is typically performed in two
or three bit groups by a CMQO$AND gate followed by a inverter, with the inverter pro-
viding load-driving capability (using large device width) as well as the required logical
inversion to implement the pre-decoflslD function. The pre-decoded address lines are
typically heavily loaded because they run the entire height of the row decoder and there-
fore have substantial wire capacitance along with the loading from the gate capacitance of
the row decoders.

16
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Figure 2-7 Simplified CMOS SRAM Read Access Path
Multi-input NAND gates also form the row decoder, often using small devices to minimize
the loading on the address lines. The row decoder output is complemented and increased
in drive capability by one or more inverters to control the heavily-loaded word line and
thus access the memory cell.

The column decoder is implemented like the row decoder, and controls the column multi-
plexer to select which pair of bit lines are connected to the sdatadinesvia PMOS
transistorsPD1 and PD2. The bit line load transistoBL1 andPL2 are weak PMOS
devices that prevent the bit lines from dropping to unsafe levels (where newly-selected
cells might be accidentally written) during reads; they are weak enough to be easily over-
powered during intentional cell writes. A memory cell on a selected word line and selected
bit lines pulls a currerggagfrom the bit line on the low side of the cell. This current dis-
charges the bit line capacitance, as well as the connected data line capacitance, until the bit
line voltage drops enough that the bit line load will soligegq Meanwhile, the bit line

load on the complementary bit line charges its data line towgsgs- V1. The voltage
difference between the data lines is detected by the sense amplifier. The output of the
sense amplifier goes to the output buffer, which increases the drive strength of the signal
and completes the access.
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2.2.3 Reducing CMOS SRAM Delay

The critical path through a large SRAM would normally pass through the row decoder,
word line driver and then the sense amp; the column decoder has a little more time to
accomplish its task, so it normally does not delay the read access. A fast SRAM therefore
requires rapid word line decoding and driving, as well as quick bit line sensing.

Minimizing the word line delays requires effectively integrating the logical decode func-
tion with the largdan-outrequirements. Since each row address bit can select every word
line, each address bit has a td&ad-outof the number of word lines times the loading on
each word lin€Cyy, divided by the input buffer’s input loadirigg, i.e.

Cwi

N
fan-out = 2 Row
Cs

(2-2)

The actuafan-outis higher because the decode gates utilize series gating, which provides
lower output drive per unit of input capacitance than do inverters. CMOS inverter chains
provide minimum load driving delays when the number of stages is set so tfzat-the

per stage is approximate§/[9]. This explains why large row decoders for fast SRAMs
often use ten or more inverting gates to turn a row address into a word line transition. With
SO0 many gates to work with, such decoders typically further reduce delay by distributing
the decode function among multiple gates beyond one level of pre-decoding.

A common method to improve the speed of CMOS logic chains is to use synchronous (i.e.
clocked design styles, which begin each access in a fesetstate and then condition-

ally transition to the active state. For fast SRAMs, only one decoder output should ever be
selected so the number of transitions in a clocked decoder is fairly small and thus power
dissipation does not change much. More importantly, the transistors in the clocked gates
may be sized to minimize the delay of the active-going transition, since the reset transition
is generated via the clock and is thus independent. For instance, if the NMOS devices in
the row decoder’SIAND gates are increased in width versus the PMOS’ widtH\&D

output will begin falling at a lower input value (and hence earlier in the input’s rising tran-
sition) and will supply more current and thus discharge its load more rapidly. If the
NMOS/PMOS width ratio is increased such that the total input load is constant, then the
PMOS width must decrease and thus the rising delay will increase. If a PMOS device is
added in parallel with the other PMOS transistors with its gate activated by the reset clock,
the rising delay is improved without sacrificing the fast falling delay.
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CMOS logic gates with extra reset transistors form the basis for designpasirgharge

logic [10 11] or the similaself-resettingcircuits [12 13]. In order to let the selection
devices be as wide as possible for a given input capacitance, these techniques make the
deselection devices too weak to meet the required deselection delay. Instead, additional
reset devices are added in parallel to the weak transistor and are activated by a delayed
version of the selection signal output from the same gate; in other words, after the gate
fires (i.e. switches to a selected state), its own output is fed back to reset the gate after a
fixed delay (usually a few inverter delays) poist-charged

The RC delay of the word lines is very significant for large CMOS SRAMSs, which often
have several thousand cells per row. Tnheded word linetechnique [14] reduces this
delay by allocating two word lines for each row. The higher-resistgiot@l word line

runs the entire length of a row, and connects only to a set of buffers distributed along the
row. The buffers drive much shortecal word lines that connect to the access transistors

of the memory cells. This techniqgue minimizes delay by reducing the capacitance of the
long wires. The local word line buffers typically provide an additional level of decoding
that ensures that only one local word line is high, and thus that only a subset of the cells on
a row are selected.

Decoding the address inputs and driving the word lines takes about half the access time.
The remaining delay is spent sensing the stored data and driving the output pins. The pri-
mary techniques used to reduce CMOS sensing delays involve extensive use of low volt-
age swing circuits to minimize the time required to charge the large capacitances present
on the shared bit and data lines. The load problem is greatest on the bit lines, where one
NMOS access device must move a wire connected to the drain terminal of every other
access device on that bit line, as mentioned in Section 2.1.1. In order to minimize the
delay, the bit line load devices become much stroolgenp devices, only active during

reads, that guarantee that the bit lines begin an access at very nearly the same potential.
The clamp transistors also limit the bit line read swings to minimize the bit line recovery
time while ensuring that the sense amplifier has enough differential swing to resolve. Fast
SRAMSs minimize the delay by minimizing the required swing; as long as the bit lines start
off at the same potential, delay will reduce as the sense amplifier sensitivity increases.
Clocks are often used to activate the clamp devices to rapidly restore the bit line voltages
following write cycles.

Because there are often thousands of columns in a SRAM, there is also a delay problem
due to the high level of multiplexing required on the shared data lines. In order to reduce
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this delay, many SRAMs utilize several levels of data lines (and hence multiplexing) with
sense amplifiers connecting each level to the next, which allows the SRAM to improve the
delay both by reducing the total capacitance in the access path and by reducing the voltage
swings along each stage in the path.

The resulting CMOS SRAMs deliver access times that are much closer to those of bipolar
SRAMSs than is possible using traditional full-swing CMOS circuits [15]. The penalty of
low-swing signalling is increased power dissipation, since the increased-sensitivity sense
amplifiers use substantially more power than the full-swing circuits that they replace.
However, as the next section shows, fast CMOS SRAMs use substantially less power than
their bipolar counterparts, primarily due to the lack of static current in the memory cells.

2.3 Bipolar Static Memories

This section describes the design of bipolar SRAMs, which have delivered the fastest
access and cycle times of any silicon-based technology [16 17 18 19 20]. Bipolar
decoding and sense techniques used in these memories are the basis for some of the new
techniques presented in this thesis.

The low-swing ECL bipolar logic circuits that implement the decoders are particularly
interesting because they offer much faster switching speeds than CMOS circuits, although
they use static current sources that substantially increase their power dissipation. In order
to better understand the speed advantage of bipolar circuits, consider theDRghate of

Figure 2-8. Bipolar junction transistors (BJTs) transis@its Q2, andQ3 form a simple
current switch that performs the desired logical function: the shared cuiggp (s
switched into the load resistdR§ate) if either input is higher than the referen®g 4y,
andlgate thus flows througl®3 only if both inputs are beloWres Theemitter follower
formed byQ4 andlgp isolateR 4t from the output capacitancg(,,4), and so the gate

delay is dominated by tHeCterm arising fronRga¢e times the capacitance at the shared
collector nodeA). For a fixed g4 (i.€. fixed gate power), tHRC delay is proportional to

the gate swing\Msying. since

VSWing = IGateRGate (2-3)

Thus, ECL circuits switch faster &ingis reduced. Practical considerations limit the
minimum swing to be about 700mV in most ECL systems, which is much smaller than the
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3-V to 5-V swings common in CMOS systems. This speed advantage comes at the
expense of power dissipation, singgandlgg flow continuously, rather than only when

the gate is switching.
ERGate
A

—<Q1 2 QY — Vet
I

CLoad
Gate lep

Figure 2-8 An ECL NOR Gate

The emitter follower supplies a lesser portion of the bipolar speed advantage. The high
forward current gainfi) of the BJT makes the emitter follower an excellent buffer for
driving largefan-out While output ringing considerations under high-gain conditions typ-
ically limit the Ige/lgate ratio at traditional ECL logic swings to around five, this signal
strength improvement is achieved without using a level-restoring gate, so the delay is
reduced. The emitter follower delay is typically one third that of a level-restoring gate, so
emitter followers greatly improve the delay of high-outstructures like decoders.

Besides its use for rapidly driving large loads from relatively low power gates, the emitter
follower also provides a key ECL logical function: the outputs of several ECL gates (with
emitter follower outputs) may be connected together, resulting in a shared output that is
high if any of the gate outputs are high. This interconnection of emitter follower circuits
thus performs the logic®R function and is called wired-or because the function is per-
formed simply bywiring the gate outputs together. The wired-or is better th&Rfanc-

tion built with current-switching stages because it is faster (runs at emitter follower rather
than current switch speeds) and requires fewer devices.

Because the output of an emitter follower is &g below its input, emitter followers
implement a level shift that enables the use of stacked ECL current switches that do not
saturate. This thesis labels signals that have been throdMgh drops ad.N. Thus, node

A in the Figure 2-8 i£0, while the gate output Isl. A two-level stack of current switches
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2.3.1 Bipolar Static Memory Cells

with L1 inputs on the top level would thus requir2inputs on the bottom level to avoid
saturating the BJTs in the bottom stack.

With this background in place, the speed advantages of the bipolar memory cell, with its
low-swing word line and high read current will be clear. Unfortunately, the static power
dissipation of the cell makes it unsuitable for most high-capacity SRAMs.

2.3.1 Bipolar Static Memory Cells

The fastest bipolar SRAMs use t8ehottky Barrier Diode (SBD) loademory cell [16],

which is depicted in Figure 2-9. The SBD load cell stores its data in a latch formed by the
multi-emitter transistorQ1 andQ2, and the load resistoRy;; andRy». Assuming that

both bit line-connected cell emitters conduct no current and thathélkigher tharD,

most of the currertgyy, flows throughQ2, causing dgiqpyRH2 drop from the word line,
WordLinel, to D. SinceQ1 conducts almost no curreiy; supplies only the base cur-

rent for Q2 and henceD is at about the same potential \WerdLinel. Thus the cell
latches into a state with a voltage difference between internal cell nodes of about
| stapyRH, @assuming this value is less than the turn-on voltage of the SBD.

Vee
WcTrd_Lﬁel
| Sthy | BitLine2 BitLinel |

[ [

[ [

From
QL2 Read/Write QpL1
Circuits
lL2 lBL1

Figure 2-9 Schottky Barrier Diode Load Memory Cell
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2.3.1 Bipolar Static Memory Cells

In order to read the cell, the word line driver rai®ésrdLinel by about 0.8V, which
would tend to raise both andD by the same amount in the absence of the bit line cir-
cuits. The external bit line circuits consist of pull-down current soligggsandlg 5, and
common emitter BJTOBL1 andQBL2 that prevent the off-side cell transistor from turn-
ing on during reads. Because the bas&3Bif1 andQBL?2 are set at roughly the midpoint
of theWordLinel swing, the cell transistor whose base voltage is higp2iir{ this case)
conducts most ofg; while, on the other bit lineD is lower than the reference and thus
QBL1 steers most of the current. In this wBjtLine2 charges to oné&/gg below
WordLinel, while BitLinel is clamped b¥BL1; the bit line voltage difference is readily
sensed using a differential pair to finish the read access.

The preceding assumes that tge running throughQ2 does not greatly affe@ andD;

the purpose of the SBDs is to make this true. In order to minimize the power required to
keep the cells latchetkq,yshould be set as low as the following restrictions all@yjy

is typically around 10A. A smalllgyyimplies a large value fdRy (tens of K2), and if

the cell read curreng; had to flow througiRy this would limitlg| to be a small multiple

of Istgpyin order to prevent bipolar saturation in the cell. Because a large valgg of
(roughly 1mA) is desired to rapidly move the heavily-loaded bit lines, SBDs are added to
the cell in parallel wittRy to supply the cell read current without much added voltage
drop. In other words, the SBDs allow a much larger ratigofo | sggpythan would other-

wise be possible. SBDs are chosen over junction diodes because they have a lower turn-on
voltage than the BJT8gg, which prevents the transistor supplying the read current from
becoming saturated, and because SBDs require less cell area than junction diodes.

For read to standby current ratios approacBitige base current @2 during a cell read

is large enough to cause significant drops across its base régigtoifhis tends to
decrease the voltage difference betwBeandD. R, ; andR| , add a resistive component

to the SBD load curves that somewhat limits the reduction in voltage margin, but poor
matching of component values limit the usefulness of this approach. This decrease in the
high cell voltage during reads therefore limits the practically achievable active to standby
current ratios, and leads to significant standby power in large bipolar memory arrays.

Peripheral circuits write the cell by raising the word line to its selected value, and pulling
current from the cell transistor whose collector node should be low. If that side of the cell
already happens to be low then the cell state does not change. However, flipping the cell
requires pulling current from the transistor with the low cell potential on its base, so the
base of that bit line’s clamp device must be lowered so the bit line is free to drop enough to
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2.3.2 Complete Bipolar SRAMs

turn on the cell transistor. Meanwhile, the other clamp device should raise the other bit
line so no read current flows through the other cell transistor. For example, to write a cell
that stores one to zefQBL2 raisesBitLine2 soQ2 does not supplig, while QBL1 lets
BitLinel drop untilQ1 turns on. Onc&1 turns on) g discharge® until it drops below

D, at which point stdbySWitches tdQ1 and thuD rises to complete the write.

The read current supported by the SBD load cell is much larger than that of a 6T CMOS
cell, and hence provides faster bit line sensing, especially with the excellent voltage sensi-
tivity of bipolar differential amplifiers. Furthermore, rapid cell reads and writes require
only low-swing signals, which makes the cell a good match for extremely-fast ECL bipo-
lar decoders.

2.3.2 Complete Bipolar SRAMs

The peripheral circuits of a bipolar SRAM require careful design to deliver the fast access
permitted by the memory cell. After detailing two options for the decoding function, this
section discusses an example implementation of a bipolar SRAM access path.

Traditional bipolar decoders fall into two categories based upon the basic decoding gate.
Because the logicadND function implemented by a decoder would require many-level
series stacking to construct from standard ECL structures, bipolar decoders are typically
built either from ECLNOR gates with complemented inputs AND gates built using

diode logic.

The diodeAND gate that implements tlttode decodef21] is shown in Figure 2-10; it
implements theAND function because the output is low if any of the inputs are low. Like
ECL gates, the diode decoder uses a resistor to passively pull the output to the high state
and therefore requires static current to keep its output low. Unlike an ECL gate, however,
this static current is supplied through the input diodes so the output of a diode decoder
begins to change as its inputs change, rather than once the inputs cross a threshold. The
diode decoder therefore offers the potential of lower delay than the (ECL gateNi@sed)
decoder, assuming equivalent input transition times. However, the decoder output swing is
determined by the input swing since there is no level-restoring gate.

The figure also shows the EGIORgate that is the basis oN&DRdecoder. While it nor-

mally requires extra inverters on the inputs di@Rgate to implement th&ND function,

the address lines of a decoder usually have both true and complemented versions of each
address, so the input inversion reduces to simple rewiring. SinBEXReputs are active
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2.3.2 Complete Bipolar SRAMs
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Figure 2-10 Bipolar Decoders

low (i.e. a decoder is selected only if all of its inputs are low), pre-decoding the address
lines can be performed by a simple wired-or structure; for instance, the four wired-or con-
junctions of two addresses generate only one low (i.e. selected) address line. Simple pre-
decoding is the main advantageNtDR decoders, although its level-restoring gate struc-
ture also allows smaller swings on the heavily-loaded address lines than on the gate out-
puts. These advantages are balanced by potentially increased delay due to the two level-
restoring gain stages of th®ORdecoder (one each in the input buffer andNKER gate)

versus only one for the diode decoder. FurthermoreNR decoder needs increased
power dissipation because it requires separate current to pull down both the address lines
and the decoder internal node, while the diode decoder uses the same current for both.

Both decoders provide fast, low-swing outputs, but do this at the expense of substantial
power dissipation. Since nearly all decoder outputs must be low, the total decoder gate
current (peg is roughly

_ NRowsVSwing

IDec - R

(2-4)
Dec
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2.3.2 Complete Bipolar SRAMs

for each decoder type, whe¥eyingis the decoder output swing aRhe is the load
resistanceRpec Must be fairly low for fast access, so the decoding power is often the sec-
ond largest component of bipolar SRAM power dissipation after the memory cells. Chap-
ter 3 introduces techniques that greatly improve the power dissipation of low-swing
decoders.

Figure 2-11 depicts the read access path of a typical high-speed bipolar SRAM, consisting
of input buffers with pre-decoded outpuOR decoders, Darlington word line drivers,
SBD load memory cells, bit line decoders and pre-amplifiers, cascode sense amplifiers,
and output buffers. A brief description of each circuit follows.

Each input buffer consists of an ECL inverter with complementary outputs connected to
pre-decoded wired-or address lines. This wired-or structure produces very fast pre-
decoded outputs, since the delay is increased only by the extra parasitic capacitance of the
second emitter of each emitter follower on the inverter. Many technologies allow sharing
of the collector and base regions of the followers to minimize this capacitance.

The pre-decoded address lines drive the ENCIR decoder gates. Pre-decoding makes
these decoders faster because of reduced base-collector and collector-substrate capaci-
tance on the decoder output node. A decoder output controls a pair of cascaded emitter fol-
lowers that drives a word line across the memory cell array. Such a connection of emitter
followers is often called Barlington pair and is capable of rapidly driving large capaci-
tances because the effective current gains of each stage are multiplied. The pull-down cur-
rent source in the middle of the Darlington helps speed the falling transition, which is
otherwise discharged only by the base current of the second BJT.

The stored data values for memory cells on the selected word line are sampled only if the
cell is also connected to a selected bit line pair. The column decoder selects a pair of bit
lines by steerindg| cginto both bit lines andip, into their differential pair. Meanwhile,

both bit line clamp devices are set to a base potential midway in the word line swing. As
described in Section 2.3.1, a voltage difference develops on the bit lines due to the cell
state; this difference causes {re-amplifier (i.e. the differential pair), to pull different
currents from the data lines, which are shared with the other unselected columns. The
sensed currents may be turned back into voltages with a resistor, but the large loading on
the data lines (due to potentially very many unselected pre-amplifiers) would give a large
delay if the resistors were attached directly to the data lines.
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2.4 BiCMOS Static Memories

BJTs with reference voltages on their bases and inputs at their emitters, in what is known
as acascodeconfiguration [22], provide large output current differences with very low
input swings (60mV per decade of current). Since the data line delay is roughly
CpL Vswind!pre: the cascode sense amplifier greatly reduces the data line voltage swings
and thereby minimizes the data line delay, while providing a lower-capacitance output
node that has greatly-redude@ delay. The differential output of the sense amplifier then
goes through emitter followers to a final ECL output buffer, which restores the read data to
normal ECL voltage levels and, when the data must be driven off-chip, increases the drive
strength of the signal to rapidly drive a Q@0ransmission line.

Bipolar SRAMs deliver very fast access due to their low-swing signalling and the excel-
lent voltage sensitivity and current drive capabilities of bipolar transistors. However, the
static power dissipated by the memory cell and the peripheral circuits prevents the use of
this technology for most large memories. BICMOS SRAMs, which are the subject of the
next section, offer the opportunity to combine the best of CMOS and bipolar SRAMs to
come up with superior solutions.

2.4 BICMOS Static Memories

By incorporating NMOS, PMOS and NPN BJT devices on the same integrated circuit,
BiCMOS process technology offers the promise of hybrid SRAM solutions that combine
the low power and high capacity characteristics of CMOS with the fast access and cycle
times of bipolar memories. While existing BICMOS SRAMs achieve
speed/power/capacity combinations that neither CMOS nor bipolar designs can match,
BiCMOS designs do not deliver bipolar speeds at CMOS power levels. Existing BICMOS
memories bridge the gap between CMOS and bipolar to deliver intermediate speed at
intermediate  power [3 23 24 25 26 27 28 29 30 31 32 33 34 35 36]. After
describing two basic BICMOS design styles, as well as the interfacing problem, the sec-
tion details the brief history of fast BICMOS static memories.

2.4.1 BICMOS Design Styles

The two main BICMOS design styles differ based on the circuit families they imitate. The
first style uses large signal swings and CMOS-derived logic gates, often with bipolar out-
put stages. The canonical example of a large-swing BICMOS circuitBB@&OS buffer

[37], which exists in many flavors. The main advantages of this style over CMOS struc-
tures are improved gate delay verfrsoutcharacteristics, due to the BJTs, coupled with
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2.4.2 Complete BICMOS SRAMs

zero static power dissipation due to the CMOS logic. Furthermore, large-swing BICMOS

is similar enough to CMOS that many design programs can be simply modified to handle
the new structures. Unfortunately, the large-swing BiCMOS is so similar to CMOS that it

does not provide greatly-enhanced speed.

The competing design style starts with small-swing ECL circuits, which have superior
speed characteristics, and adds MOS transistors to improve power dissipation. The MOS
devices, generally speaking, save power by allowing current-switching ECL logic gates to
be powered down when their outputs cannot change. As long as the critical paths through
such circuits pass mostly through bipolar transistors, the resulting delay is comparable to
ECL bipolar circuits. This thesis is intended as an example of the benefits of low-swing
BiCMOS.

Many BICMOS systems use both design styles, which reqiewves conversiorbetween

the two signalling domains. The delay and power required to amplify a low-swing signal
to full CMOS levels is often outweighed by the benefits provided by the separate domains.
For instance, a BICMOS SRAM could use ECL circuits to implement very fast decoders
and CMOS memory arrays to save static power; while the resulting design is somewhat
slower than a bipolar memory, it uses much less power.

2.4.2 Complete BICMOS SRAMs

The original BICMOS SRAMs were essentially CMOS SRAMs with a few BJTs added in
the periphery to improve the access time. The improvements were largely due to three
replacements:

. ECL Input/Output (1/O) interface instead of TTL
. BICMOS buffers instead of CMOS inverter for load drivers

. Bipolar small-swing sensing instead of MOS

The ECL I/O interface helps because the required ECL output swings are readily gener-
ated by a simple ECL inverter with an emitter follower output that drives a well-specified,
terminated transmission line. The electrical environment permits much faster signal transi-
tions than does TTL, and the driver circuit has fewer stages than a TTL output driver does,
so the output delay is substantially reduced. For most BICMOS SRAMSs, the penalty for an
ECL interface is at the input, where small input signals must be converted to full CMOS
levels to drive the memory array. However, the delay penalty for this conversion is offset
by the complexity, and hence delay, of the TTL input buffer, which has amplification
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2.4.2 Complete BICMOS SRAMs

requirements of its own. The delay reduction provided by the ECL interface is very signif-
icant: a recent design that can support both interfaces (with a simple mask change) has a
6-ns access time through the ECL interface, but requires 8-ns through the TTL interface
[36].

In order to maintain an access path that looked very much like the well-understood CMOS
SRAM, these early designs converted their ECL inputs to CMOS levels at the input buff-
ers. The converted inputs controlled decoder and driver circuits that were essentially just
the normal CMOS logic gates with BICMOS buffer-style outputs. The BICMOS buffers,
having superior load-driving ability, allowed these decoders to drive their word lines with
fewer level-restoring buffer stages and thus less delay.

Replacing the CMOS sense path with bipolar sensing circuits was particularly simple,
especially since the CMOS designs were already copying some of the low swing tech-
nigues popular in bipolar SRAMs. In fact, except for the MOS bit line switches, which
allow one bipolar differential pair to be shared among multiple bit line pairs, the sense
path of some BICMOS SRAMSs looks just like a bipolar SRAM, with column-selected dif-
ferential pairs connected to shared data lines whose swing is limited by a cascoded sense
amplifier that feeds a bipolar output buffer.

Nearly all BICMOS SRAMs reported to date utilize the same memory cells found in
CMOS SRAMs and thereby compete with CMOS for memory density while providing
faster access times. In order to minimize the sense delay of 6T CMOS memory cells, the
cell read current should be maximized, which requires large word line swings. Thus, most
BiCMOS SRAMs require a time-consuming level conversion somewhere between their
inputs and the memory arrays. As was just mentioned, the early designs converted their
inputs at the input buffers. Later designs have gradually moved the level conversion closer
to the word line driver, exchanging fast, high-power ECL decoding structures for slower
but lower power CMOS gates with BICMOS buffer outputs.

Once the level converter has been moved to the word line driver, the access path of a
BiCMOS SRAM looks very similar, both in decoding and sensing, to that of a bipolar
SRAM and so it is not surprising that the access times are similar. Continued process scal-
ing has reduced the maximum permitted terminal voltages of MOS transistors to around
3V from 5V, this change reduces the supply voltages for CMOS circuits and allows ECL
circuits operating at 5-V supplies to provide CMOS-like swings with simpler level
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converters. An example of this appears in the decoding path of the BICMOS memory
shown in Figure 2-12, which is modelled after [4].

As the figure shows, the access path is virtually identical to the bipolar path of
Figure 2-11, except for the memory cell itself. The 6T CMOS cell array connects to a neg-
ative supplyVggthat is generated by an on-chip voltage regulator [38] to be about 3V
below V¢ and therefore the maximum voltage constraints on the MOSFETSs is satisfied.
The bipolar devices, on the other hand, run off a negative supply of 5.2V and can thereby
directly drive the word line from thdOR decoder with CMOS-like B8gg swings simply

by increasing the resistanBg).. TheNORdecoder BJTs do not saturate as long as their
bases get no higher thaiVge below Ve, which is guaranteed by the wired-or pre-
decoder. The resulting word line levels, i.e. unselecte¥gt 4-Vsg and selected at one

Vgg belowVc, provide a large enough swing to achieve good read current with reason-
able cell device sizes and therefore provides substantially improved access times at mod-
erate density penalties. The main reason bipolar memories are faster than a BICMOS
SRAM such as Figure 2-12 is simply that the BJTs in a bipolar process have higher perfor-
mance than those in a BICMOS process. However, along with bipolar-class access times
comes bipolar-class power dissipation, since although the CMOS memory cell array dissi-
pates very little power, the bipolar peripheral circuits have high power dissipation, espe-
cially for large memory capacities with multiple banks of decoders [5].

2.5 Summary

Designers have spent an enormous amount of effort to improve the speed of static memo-
ries as the capacity increases. Larger memories need more decoding and have larger inter-
connect loading, so gatan-in andfan-outare constant issues. The increasing delay and
power consumption of large memory arrays leads to the use of smaller memory banks,
which require more decoders with higli@n-in. Furthermore, the large amount of multi-
plexing in the sense path often leads to multiple low-swing stages for fast access.

SRAMs fabricated in different technologies adapt to these challenges in different ways.
Fast CMOS SRAMs derive substantial power advantage from zero static power memory
cells and large-swing logic. However, the large-swing logic has higher delay than small-
swing logic, so CMOS SRAMs often use complex clocking schemes and low-swing bipo-
lar-derived sense circuits to speed their access. Meanwhile, bipolar SRAMs are typically
much simpler and faster, because basic ECL circuits switch very rapidly and can drive
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2.5 Summary

largefan-out Unfortunately, the static power dissipation of both the memory cells and the
peripheral circuits give bipolar memories much higher power dissipation, and effectively
limit their capacity.

The hybrid technology BICMOS promises to deliver the best of both worlds, but has tradi-
tionally fallen somewhat short of that goal. The original BICMOS SRAMs had mostly
CMOS-derived circuits and therefore delivered somewhat faster performance than CMOS
at nearly-equivalent power. In order to improve the delay, faster peripheral circuits are
required, but merging low-swing bipolar peripheral circuits with full-swing CMOS mem-
ory arrays requires time-consuming level conversion and increases the power consump-
tion by using constant-current logic. The power dissipation gets substantially worse as
capacity increases, since more banks require more constant-current decoders.

This thesis shows that introducing some MOS transistors into these ECL peripheral cir-

cuits can deliver nearly equivalent speed at substantially lower power levels. Chapter 3

uses the unique characteristics of MOSFETS to create bipolar decoders whose power is
dynamically varied, while Chapter 4 focus on improving the sense and write characteris-

tics of CSEA memories, which do not require level conversion for read accesses.
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Chapter 3 Low-swing BICMOS Decoders

Chapter 3

Low-swing BICMOS Decoders

Decoding structures play a crucial role in determining the performance of fast SRAMSs. In
many SRAMs the row decoding process, which begins when the address is presented to
the memory and ends when a word line selects the desire cells, consumes roughly half of
the read access time. As the previous chapter notes, bipolar decoders are traditionally fast-
est due to their low signal swings and their ability to quickly drive large capacitances with
emitter followers. However as the memory capacity increases, the number of decoders
rises, and since a bipolar decoder dissipates static power, the decoding power increases.
For high capacity BICMOS memories the power of bipolar decoders can be prohibitive.

This chapter discusses hybrid BICMOS circuits that reduce the power dissipation of low-
swing bipolar-style decoders while preserving their high-speed operation. The chapter
focuses on row decoders, because they are usually in the critical access path of a fast
SRAM. After Section 3.1 quantifies the magnitude of the power problem, the next few
sections describe techniques that improve primarily the power dissipation of diode decod-
ers. While the improvement in overall performance is quite good, decoder delay and
power can be further improved by using pulsed ECL circuit techniques. A key aspect of
decoders that makes them amenable to pulsed techniques is the nearly identical logical
and physical paths seen by each of their inputs, so all inputs tend to arrive at any given
point in the decoding tree at the same time, assuming they entered the decoder simulta-
neously (typically gated by a clock signal). Section 3.4 explores the impact of pulsed tech-
niques on diode decoders, while Section 3.5 applies puld&SRulecoders.

Pulsed circuit techniques can also be applied to the word line driver. Section 3.6 describes
a circuit to implement pulsed word line signalling that uses large-swing outputs to reduce
the power required to discharge the word lines. This chapter shows several methods by
which MOS transistors may improve the power dissipation, and hence the overall perfor-
mance, of low-swing ECL-style circuits.
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3.1 Bipolar Decoder Power Dissipation

3.1 Bipolar Decoder Power Dissipation

A fundamental restriction in SRAM design is that no more than one word line should ever
be simultaneously active in any bank; since most SRAM cells are selected by a high level
on their word line, this implies that all but one of the word lines must be low at any given
time. In ECL-style signalling, the word line driver is often similar to Figure 3-1, and as in
other ECL circuits, the decoder must pull current from the load re&gjgr to keep its

output low.Rpgc is usually part of the decoder gate itself, and since all but one of a decod-
er’'s outputs are zero, the amount of current required for the decoders themselves is simply:

_ (Nrows™ 1) VSwing
Dec — R

| (3-1)

Dec

whereNgqwsis the number of rows in the decoder afg,ingis the decoder (and thus
nearly the word line) voltage swing.

g Word Line Driver
Rpec J_

Decoder Word Line 0

Discharge %

\\ Word Line N

Figure 3-1 Simplified Word Line Driver

For single-array designs, the number of decoders therefore scaldégyjiband thus as

the square root of the memory size. The power of low-swing bipolar decoders increases
more rapidly than the number of decoders, bectuse andfan-outconsiderations both
require increasing power dissipation per decoder. Since the decoder rise time is the pull-up
resistance times the node capacitance, which is dependent dogyie, . input
devices in each decod&pe. must decrease as the géde-in increases to maintain a
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3.2 Pre-decoding for Diode Decoders

given delay. In order to maintain constant decoder swings, the current per decoder must
therefore rise. Also, as the number of cells per word line increases, the pull-down current
on this line also needs to increase to maintain the delay. LRigssis decreased by the
same proportion, the current gain of the Darlington-connected word line drivers will need
to increase, which can lead to ringing in their transient response. Thus, increasing the
decoderffan-outmay necessitate increased decoding power as well.

For banked designs that maintain constant bank sizes as the memory size increases, the
power scaling is much worse. Since doubling the memory capacity implies doubling the
number of banks, the total number of decoders increases linearly with the memory capac-
ity. While this is not a problem for CMOS decoders, which dissipate very little power
when inactive, doubling the number of bipolar decoders doubles the power dissipation.
Because power dissipation and sensing considerations often dictate that only one word
line should be high in the entire memory, all of the bits that determine the active bank must
also affect the row decoder. The row decoder therefordd®a(Ng ;v dNganks input
bits, which is more than a single square array; for instance, for a quadrupling of the mem-
ory size, the banked decoders each get two more inputs while the row and column decod-
ers of a square array each get a single extra input. The reason for this is simple: the banked
design must perform more decoding to select among the shorter word and bit lines. Thus,
the fan-in of the bank decoders increases more rapidly than that of the square decoders,
and thus the power per decoder for equal delay rises more quickly as well. The decoding
power of a banked design therefore increases super-linearly with the memory capacity.

Many banked designs improve the situation somewhat by increasing both the bank size
and the number of banks as the memory capacity increases. While this technique might
limit the super-linear increase in power, even a linear increase is unacceptable. The follow-
ing sections attack this problem. By reducing fitue-in of the final decoder gate, the
decoder power need not increase as rapidly with increasing memory size. By dynamically
varying the decoder resistance, unselected decoder banks need not spend as much power as
the selected bank. And by pulsing the word line discharge current, the Darlington does not
need to fight the discharge current, so the decoder may have a higher driving resistance.

3.2 Pre-decoding for Diode Decoders

Most CMOS memories use pre-decoding to reducefahen (and thus improve the
speed) of their decoders, and a similar technique can be used in bipolar diode decoders. In
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3.2 Pre-decoding for Diode Decoders

a conventional diode decoder each address line is driven by a push-pull buffer (Figure 3-2)
that steers a currehiyg,finto each unselected address line @& and Q2 [18]. The

inverter formed byQ3, Q4 and the emitter followers serves primarily to rapidly charge

the rising address line. Pre-decoding the address lines is readily accomplished by increas-
ing the complexity of the pull-up gate and removing the current switches in the pull-down

path.

—£

VAN

| AdBuf
Figure 3-2 A Push-pull Address Buffer

A pre-decoding address buffer is shown in Figure 3-3. In this buffer, one of the two inputs
is level-shifted and then these two inputs are used to feed four different two-level series
stacks, which generate the four possiieD combinations of two inputsAjA; KOAl ,
AgA1, andAyA, . This pre-decoding reduces the number of diodes in each decoder by a
factor of two, since each address line represents a twaiNix Each gate output has a
discharge current ofl24g,f3, SO that the three low address lines together pull the same
21 pgguf from the decoder array as do two bits’ worth of the traditional address buffers.
These outputs have a somewhat faster fall time than the traditional ones, since each line
uses two thirds as much pull-down current to drive half as many diodes and two thirds as
much wire width (since the currents are much too high for minimum-width wires).

Pre-decoding improves the overall decoding speed at the expense of some stacked gates
(with an associated access penalty that is smaller than the improvement from reducing the
number of diodes in each decoder) and about a third more current, since the high output
now wastes pull-down current that was previously steered away. However, this lack of
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current steering in the pull-down current provides an opportunity for further performance
enhancements, which are described in the next few sections.

3.3 Diode Decoder with Switched PMOS Load Resistor

In a memory incorporating multiple banks of row decoders, current could conceivably be
steered into only the decoders of the selected array, saving the power that would otherwise
go into unselected arrays. This would make the decoder more CMOS-like, since unse-
lected banks would dissipate little power. Unfortunately, the unselected diode decoders
would then all float high because the current required to keep them low was removed. All
the associated word lines would therefore float high as well, which is not allowed. Even if
this was acceptable, the current required to rapidly discharge these heavily-loaded lines
upon re-selection of the array would dwarf the power savings of partial array activation.
Thus, for such a scheme to be effective requires a diode decoder that can be powered
down without letting its output float high. One method of accomplishing this function is to
replaceRpec With a variable load formed by a PMOS device.

With a variable PMOS load element, such a decoder has two distinct states. In the unse-
lected state, the decoder control circuits set the PMOS gate potential so the equivalent
resistance of the PMOS device is relatively high, which minimizes the current required to
keep the decoder output low. In the selected state, the PMOS load approximates the resis-
tance ofRpeq, SO the modified decoder switches as rapidly as the original decoder.
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3.3.1 Basic Operation

Achieving rapid bank selection without vulnerability to process and temperature variation
requires careful PMOS device sizing and reference level design. Furthermore, the reduced
decoder current provided by the switched PMOS loads exposes address line parasitics that
can slow the access. This section discusses these matters in detail, and shows that after
addressing them large power savings are possible.

3.3.1 Basic Operation

Figure 3-4 depicts a diode decoder with a power-down input. The standard resistor load in
the diode decoder is replaced by a PMOS trand®tpallowing the resistance of the load

to be adjusted. In the selected (powered up) state, each decoder in the bank will have a
high level onrBankSelQ and a low level oBankSelP. The low level oBankSelP is set

by Q3 and makes the resistanceRdf the desired (low) value for normal decoder opera-
tion.

Decoder Cell

PMOS Ref — Q5

a

[ ] [ ]
[ ] [ ]
|4_‘.
b I4_
I I 11 11
[ [ | o o of |
I I 11 11
BSP BSQ AOA_O AN A_N
Bank Address
Selectors Lines

Figure 3-4 A PMOS Load Diode Decoder

A decoder is deselected by pulliBgnkSelP high viaQ2 to V¢ — Vg, Which greatly
increases the resistanceRdf. Very little current is then required to keep the decoder out-
puts low; this is readily provided BankSelQ, which transitions downward upon dese-
lection. BankSelQ also guarantees that no word lines are high in unselected banks and
provides some safety margin during selection transitions (i.e. irPdagens on slightly
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3.3.2 Switched PMOS Load Design Considerations

before the decoder inputs begin pulling current). Transi®2ois a very weak device to
provide a path t¥cc in caseBankSelP ever turn®1 completely off P1 is sized to min-

imize the required gate voltage swing for selection without greatly increasing the decod-
er’'s parasitic capacitance, so as to minimize any delay penalty for the switched load
device.

3.3.2 Switched PMOS Load Design Considerations

The switched PMOS load, if it is to be a useful replacement for a simple resistor, must
have similar performance characteristics in the “on” (low resistance) state. These charac-
teristics are demonstrated by first describing the PMOS device sizing versus selection
swing tradeoffs and then comparing the switching performance of the PMOS load with a
resistor.

If the PMOS load is operated entirely in threear region, where its drain currelyain iS

more dependent ovipg then its load characteristic over its operating region will more
closely approximate the resistor it is designed to mimic. This is readily demonstrated by
considering the load characteristic of the resistor (using Ohm'’s Law):

_ VLoad
Load ~
RDec

| (3-2)

and of the PMOS device in the linear region of operaqwgé— V1 >|Vpd ) [39]:

I oad = !brain = Kp 7| (Ves™ Vi) Vos™ 5 (3-3)

2
W VDS}
Since both equations specify zero current when the output is highl ¢£= Vps = 0),
the selection voltage and device ratio are set such that the PMOS device supplies the same

current as would the resistor when the output is loW\(|.8aq = Vps = Vswingd- Combin-
ing the above equations:

_ 1 VSwing
Ves™Vin = —w * (3-4)

pr

Dec
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3.3.2 Switched PMOS Load Design Considerations

which is valid provided the PMOS device is linear, i.e.

Ves™ V1 > Vswing (3-5)
or equivalently
Ve .
1 5 Swing (3-6)
K WR 2
pL ‘Dec

Assuming that the PMOS load deselection is accomplished as in Figure 3-4, node
BankSelP will be unselected afc — Vge and selected afcc — Ngd. This selection
swingVgg should be minimized for low selection delay, but redudggimplies increas-

ing W/L, which increases PMOS device parasitic capacitances and thus lengthens the load
rise and fall times. Also, reducing the selection swing to small values can push the PMOS
device into saturation. Figure 3-5 depicts simulated load lines for three different PMOS
sizes and the selection swings required to make each mimicaRyg. With Vgyingof

0.8V.

Saturation greatly increases the differential resistance of the 104gcat Vsying and

thus makes the low output voltage very sensitive to the load current, and therefore more
sensitive to device mismatch. Furthermore, the increasing load resistance can lengthen the
tail of theRCG-dominated falling output voltage transition. These two factors make satu-
rated loads undesirable for traditional ECL-style gates, where the current into the load is
fixed. However, these factors do not substantially degrade a diode decoder load, since the
exponential current-voltage relationship of the input diodes rapidly increases the pull-
down current into the load such that the output voltage follows the input voltage; similarly,
the diode gate is relatively insensitive to device mismatch because the low output voltage
is determined as the low input voltage plus the d\ggle In fact, the input diodes so com-
pletely dominate the falling transition that one might consider intentionally choosing a sat-
urated PMOS load for diode decoders, since the saturated load pulls up more quickly than
a linear PMOS load. However, increasing the PMEE& to reach saturation can increase

the device parasitics (on the decoder node) enough to erase the speed advantages of a
reducedBankSelP swing, as well as increasing the current required to rapidly discharge
BankSelP. The PMOS loads in this thesis are designed to Mayenearly equal to
standard ECL logic swings (i.e. about 0.8V). Wi§,ing Vge, and Y| all nearly the
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Figure 3-5 PMOS Load Characteristics

same level, this implies that the switched PMOS load is designed to be on the edge of sat-
uration.

The selection swing should not increase substantially with variation in manufacturing pro-
cess parameters or operating temperatures, in order to avoid losing the speed advantages
of low-swing signalling. Circuit simulations indicate that a 1.1/,is achievable even

under worst-case processing conditions at room tempergtygj@ust increase with tem-
perature, but its increase is no worse than that of the other ECL signals in such a design,
which are typically proportional to absolute temperati#€A). The variation of the
required selection swing over process and temperature variation appears as Figure 3-6.
Since the worst-case swing is only 220mV greater than the nominal swing, the PMOS
load selection swing always stays fairly small (and thus quick).

The transient behavior of the switched PMOS load closely matches that of the simple
resistor, especially for diode decoders. Figure 3-7 shows circuit simulation of 0.4-mA
4-input diode decoders and ECL inverters with resistor or PMOS loads, each driving a
1.6-mA emitter follower; the PMOS loads are the80-devices from Figure 3-5, with

nominal Vg of 0.89V. The diode decoders begin their transitions early because they do
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Figure 3-6 PMOS Load Gate Swing Over Process and Temperature
not wait for their inputs to cross a threshold as do the inverters, and they deliver less than
0.8-V swings because they are driven with the same voltage input as the inverters (for pur-
poses of comparison only) and so didgg- variations between high and low currents
decrease the swing. The rising transitions are very comparable for both load devices,
regardless of gate type, while the falling transitions for the diode decoders are similar
because the diode’s exponential current forces these transitions to closely follow their
input. The falling PMOS load inverter transition requires about 70ps longer to reach the
swing midpoint than does the resistor load due to both larger parasitics and larger device
currents at intermediate voltages, as was noted above. Section 3.5 discusd®ECL
gate circuits using switched PMOS loads that are tolerant of this added delay.

3.3.3 Reference Generation

The power savings potential offered by the switched PMOS load is realized only if the
selection node swings are rapidly delivered. Because switching a node between two arbi-
trary and well-controlled voltages is difficult, the PMOS load switches between a refer-
ence-controlled active (low) level and an inactive (high) level of \gse below Ve

Using a reference allows the use of simple wired-or selection drivers, which simply need
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Figure 3-7 Gate Switching Waveforms for PMOS Loads

to guarantee that their swing is larger than the selection swing, so that their low value is
below the reference and thus the reference will set the overall selected voltage.

A circuit to generate a reference ofg: above the desired selection level is depicted in
Figure 3-8. Identical current sources pull the active decoder cliggfrom both a rep-

lica of the PMOS load element (selectaBlk in parallel with weakP2) and a resistor

Rpec With the desired load resistance. The drops across each load are shifted ddwn by
andD2 (to prevent saturation @1 andQ2) and are compared by the feedback amplifier
formed byQ1, Q2, P3, andP4 to generate a voltagdMOSRef that is one/gg (via Q3)

above the gate voltage required to make the load drops equal. PMOS current-mirror loads
are used in the amplifier both to increase the gain and to make the load characteristics
track those oP1 and thus reduce the offset of the amplifier. The second amplifier is con-
nected as a unity-gain buffer and serves to isolate the internal reference nodes from
switching transients occurring from the use of the buffered refefecSRefBuf. The
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3.3.4 Address Line Sharing

second amplifier uses a bipolar current switch and PMOS current-mirror loads, like the
first amplifier. Circuit simulations indicate that the reference generator has excellent sta-
bility in response to both transient supply variation and varying load current on
PMOSRefBuf, if compensation capacitance is added to iRIMdOSRef.

. lj?gg PMOSRef

'\ PMOSRefBuf

Figure 3-8 PMOS Load Reference Generator

3.3.4 Address Line Sharing

Reducing the power required by the diode decoder creates the new problem of driving the
high-capacitance address lines. In a conventional diode decoder the current that keeps the
decoders low is proportional to the number of decoder gates. Thus, the current to capaci-
tance ratio is constant. However, by powering down most of the decoders only the current
is reduced — the total capacitance is still proportional to the number of decoders.

To reduce this problem, each bank can have its own set of address lines, and therefore
minimize the loading on the (segmented) address lines. To continue to save power, only
one set of address lines should be powered at a time, so the bank selection circuitry should
steer the pull-down current into the selected bank’s address lines. Since the pre-decoding
address buffers do not themselves use any current steering in the pull-down path, there is
room for at least one level of steering here. However, if the current is steered among
Npanksbanks, there may not be enough room for a stackedo@sNg ;s tall) current
tree so one stage of bank address decoding gates may be needed to provide select signals
for a one-level (i.e. 1-0gnkg current-steering gate; this additional level of gates delays

the access.
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3.3.5 Results

In practice a combination of these approaches usually produces the best results, since the
address line current is high enough to rapidly discharge the capacitance of a few banks.
For instance, a memory with sixteen banks could be subdivided into quadrants of four
banks each. One set of address lines could then serve each quadrant, so the address line
current would be shared by four sets of address lines. This steering is readily accom-
plished by two-level current switching trees, and the four decoder banks loading each set
would not significantly slow the address lines. A modified pre-decoding address buffer for
such a configuration appears as Figure 3-9.

g —K—K—K—K
AoAl.BOtLeft
Iny (L3) _
ApA.TopRight
ApA,.ToplLeft
INLet (L2) K
InTOp (L3) |\ﬂ
213 1 pgBuf
Figure 3-9 Address Buffer with Segmented Address Lines
3.3.5 Results

The combination of pre-decoding address buffers with segmented address lines and
switched PMOS load diode decoders provides fast access at reduced power. Ideally, only
the selected bank of decoders draws current, so the decoding power may be reduced to
1/NganksOf that required by resistive-load decoders. Unfortunately, the current required by
unselected decoders and the switched PMOS loads increases the power dissipation beyond
this limit. Unselected decoders must each pull a fraction of the selected decoder current
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|pec from their PMOS load to maintain a low output; the current required is simply

R
Dec
DecR (3-7)
Off

Unsel —

whereRpg is the equivalent resistance of the unselected decoder load. For systems with a
large number of banks, the unselected decoder power is often comparable to the selected
decoder power, because there are many more unselected decodBegétyg,, ratios

much larger than ten require large selection swings.

The high capacitance on the bank selection ratekSelP also increases the decoder
power. Because the transitionBdnkSelP needs to be quick for low decoding delay, the
capacitance of the PMOS gate terminals require a large discharge current. This discharge
current must equal about a quarter of the load current supplied by the PMOS transistor
(i.e.1peg for fast selection, so if simple static sources supply the discharge currents then a
substantial amount of the power saved by switching the decors will be lost. A single dis-
charge source may be steered to the selected bank, since omBprk®elP drops per
access. However, as described in Section 3.3.4, this requirésNBnof the bank
addresses, which may either require too many levels of series gating to avoid saturation or
an extra stage of ECL gates (and thus extra delay) to generate select signals. Like the seg-
mented address line drivers, a two-level current switch provides a hybrid solution that
reduces the power by a factor of four. Even with reduced discharge current each follower
on the wired-or selection lines needs the ability to chargeBhakSelP by itself and
therefore the gates need sufficiently low load resistance to avoid emitter follower oscilla-
tion problems. Therefore, the current in the ECL gates that drive these followers is about
one quarter of thBankSelP discharge current.

An example shows the impact of the standby and control current on the power dissipation.
In a sixteen-bank design, the ideal power dissipation is 1/16 (6.25%) that of traditional
resistive decoders. If the PMOS loads change resistance by a factor of ten, then the fifteen
unselected banks draw 9.4% additional power. FoB&r&SelP nodes, with one quarter

of Ipec per load and two levels of current steering, an additional 6.25% is required in dis-
charge current sources; with a factor of four between discharge currents and the gates that
drive the wired-or followers, 6.25% more current is needed. In this example, the ideal
power ratio of 6.25% increases to 28.15% once the non-idealities are considered. While
this is less than one-third of the original power, it is about five times the ideal value.
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3.4 Pulsed Diode Decoders

In conclusion, the switched PMOS load offers enticing power savings for diode decoders
by allowing unselected banks of decoders to keep their outputs low with much less static
current while providing fast access in the selected bank. However, the substantial power
required by the controlling circuitry reduces the savings significantly. A new approach is

therefore desired that minimizes the control power without sacrificing access time. The
next two sections describe techniques that can achieve this goal.

3.4 Pulsed Diode Decoders

Many fast CMOS SRAMs use synchronization signals¢iaeks, that allow designers to
minimize access delay and power. Starting from a low-power reset state, synchronous
SRAMs selectively enable power-consuming circuits, based upon the requested address.
Once the access is complete, the SRAM resets its internal signals to their inactive state,
thus preparing for the next access. The power savings come both from activating circuits
for only part of the access cycle (i.e. when they need to be active) and from only enabling
the circuits that may possibly switch; for example, a multi-bank design would only enable
the decoder bank that is selected by the bank address. The delay reduction results prima-
rily from separating the selection and reset circuitry, so each path can be tuned for opti-
mum speed, as was discussed in Section 2.2.2.

Bipolar SRAMs, as well as those BICMOS SRAMs with mostly-bipolar access paths, tend
not to have clocks because of the basic ECL gate structure, which uses passive load resis-
tors to pull up gate outputs, and thus requires substantial static current to keep an output
low. A low-power ECL reset state would thus have all outputs high, which is unacceptable
for signals such as word lines that are active high. This thesis describes new techniques
that utilize clocks with active loads to reduce both delay and power dissipation of
BiCMOS SRAMs. These techniques succeed, in much the same way as CMOS circuit
techniques, by reducing power dissipation in a reset state, quickly selecting power-con-
suming circuits to accomplish the access, restricting signal transitions to speed logic gates,
and building separate reset paths to speed both selection and reset transitions.

While there are many ways to use clocks in SRAMs, this thesis is concerned with tech-
niques that use a single input clock (which guarantees that all input transitions occur
simultaneously) and from this signal generate controlled pulses that select specific circuits
for activity, remain active long enough for these circuits to select the following stage of

circuits, and then cause their circuits to reset when they go inactive. At each stage of the
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3.4.1 Basic Operation

access, new pulses are generated from the immediately previous stage, with timing skew
equal to the stage delay. In order to minimize the overhead associated with controlling
these pulses, the pulses are typically part of the data stream; in other words, since all inter-
nal signals begin in an inactive (i.e. reset) state, sthigeactivated by the active transi-

tions of signals from stage— 1 and stagh activates stagd + 1 in turn.

This section applies pulsed techniques to diode decoders, while later sections extend these
techniques to botNORdecoders and other stages of a BICMOS SRAM. Pulsing a diode
decoder improves its performance primarily because all inputs to the selected decoder rise
simultaneously, and therefore the junction capacitance of the diode provide charge that
speeds the rising transition. The next subsection discusses adding explicit capacitance to
further speed the decoder; the effects of the injected charge on unselected decoders lead to
the use of an MOS capacitor to reduce the unwanted charge. This section closes with a
summary that questions the usefulness of the capacitively-assisted decoders, given the
power of the extra circuitry needed to control them.

3.4.1 Basic Operation

A pulsed diode decoder may be built just like the traditional diode decoder of Figure 2-10.
The differences are in the address buffer that drives the decoder, and the word line driver
that capacitively loads it. The decoder begins its access with all its input lines low, so all
the word lines in the system start low and thus no memory cells are selected. The address
buffers pulse (i.e. raise) the selected address lines to begin the access; the selected decoder
therefore sees all of its inputs rise at once, which forces the decoder to charge more
quickly than when only one input transitions. The base-emitter diode capacitances supply
charge to hasten the transition, whereas in the traditional decoder only one input might rise
and thus the capacitance of the other inputs’ diodes would hinder the rising transition. The
access is further improved by removing the large static currents from the Darlington word
line drivers. This change helps by reducing the total amount of base charge required to
make the Darlington charge the word line, thus further reducing the current required
through the load resistor to charge the decoder. The word line driver employs a separate
reset path to discharge its output, which is discussed in a later section.

Circuit simulations of the selection delay through the diode decoder and word line driver
circuitry versus decoder current appear as Figure 3-10. Delays are compared for three
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circuit configurations:
. Traditional decoders with static word line discharge
. Pulsed decoders with static word line discharge

. Pulsed decoders with pulsed word line discharge
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Figure 3-10 Advantages of Pulsed Signalling for Diode Decoders

The data indicate that at an example current of140@ulsed decoder signalling delivers

a rather modest 120-ps (15%) gain by itself, but also enables the use of pulsed word line
circuitry that delivers an additional 280-ps gain for an overall selection delay reduction of
50% for these two stages. The figure clearly indicates that reducing the required Darling-
ton base charge can produce fast decoders at much lower decoder current. This might lead
one to wonder how little static current would be enough to provide fast access, if some
way were found to dynamically dump the base charge into the decoder. The next section
investigates adding explicit capacitance to the decoder inputs to supply this charge.
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3.4.2 Capacitively-pulsed Diode Decoders

3.4.2 Capacitively-pulsed Diode Decoders

Increasing the parasitic capacitance of the input diodes increases the amount of charge
transferred to the decoder and provides fast rise times with lower static decoder current
(i.e. higherRpec). While adding capacitance normally slows switching speed, the circuit
of Figure 3-11 is different because the capaciteex] the input signaldorward (i.e.
directly) to the decoder without requiring any device switchingR@rdelays; on the
selected decoder all the inputs rise at the same time so thejg,igCj, working to

charge the decoder together, whisg, s is the number of decoder inputs. Because the
source of the feed-forward charge is a change in the voltage &grp$8e address lines

must swing more that the internal decoder node. Circuit constraints limit the realizable dif-
ference between these swings to be fairly small;;gonust be relatively large in order to
deliver the required Darlington base chafg,is large enough that it requires less area to
implementC,,, as a separate component rather than simply increasing the area of the input
diodes.

RDec
L' To
Word
Cin Line
. I Driver
o o 0 ° |
° I
CIn
e~
Address
Lines

Figure 3-11 A Capacitively-Pulsed Diode Decoder

The chief drawback of increasirt@, is the disturbance created on unselected decoders
that connect to selected address lines. A decoder connected to only one unselected address
line has a large amount of charge dumped onto it as the selected lines rise, since the
change in voltage across its capacitors will be nearly the entire address line swing. This
undesired charge raises the internal decoder node, which in turn raises the unselected
address lines as the voltage across the decoder diodes increases. Pulsing extra current from
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3.4.2 Capacitively-pulsed Diode Decoders

unselected address lines while the selected lines are rising fights the undesired charge and
prevents the unselected lines from rising. However, since there are so many unselected
decoders the undesired charge is large. Using nonlygareduces the charge dumped

onto unselected decoders, thus reducing both the rise in barely-unselected decoders and
the power spent in keeping the unselected address lines low.

Resetting a capacitively-pulsed diode decoder requires pulling the selected lines low,
which restores the charge on the feed-forward capacitors. Quickly restoring this charge
requires much more current than the static decoder current, so pulsed reset currents are
appropriate. The selected decoder rapidly resets due to the feed-forward input capacitors
and the exponential current characteristics of the input diodes.

Raising the decoder output using feed-forward capacitance requires that the address lines
rise further than the decoder output so the voltage a€@psslecreases. For a fixed
decoder swing, the extra address line swing is therefore roughly inversely proportional to
Cin, but neither value can be arbitrarily large without other penalties. Because the decoder
high level needs to be essentially (so the high word line level does not degrade) and
because the inactive (reset) level on the address lines is simplgpbelow the decoder

low level, increasing the address line swing over the decoder swing requires a selected
address line to be higher theg: — Vg, which is difficult to accomplish with emitter fol-
lowers. Some amount of excess swing is available in practice, since driving the high input
capacitance of the decoders tends to make the address buffer emitter follower overshoot its
static selected level a bit. However, the amount of overshoot is dependent on high fre-
guency characteristics of the BJT and is therefore very sensitive to process variation. The
intrinsic difference in the input diodés;g between high current (unselected decoder) and
low current (selected decoder) levels readily delivers about 100mV of excess swing; to
achieve enough charge with a small voltage change requires relativelZjarge

However, largeC, increases the disturbance of unselected decoders that are connected to
selected address lines. For a decoder connected to only one unselected address lines, a
total charge of almostNihpyts — 1)Cin AVadLine is dumped into the decoder, where
AVagLineis the swing on the address lines; in order to keep the unselected word line from
rising, this charge must discharge through the unselected input diode. A better solution is
to use a nonlinear capacitor — a device whose capacitance increases with the applied volt-
age. Such a capacitor could have a relatively large equivalent value for the selected
decoder, where the terminal voltage change is small, and a relatively smaller equivalent
value for unselected decoders, which hAVgy ineterminal changes.
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3.4.3 NMOS Capacitor Diode Decoders

An MOS transistor can implement a nonlinear capacitor, since with the source and drain
terminals shorted together the device has a small capacitance from gate to (source-drain)
whenVgg < V1, due to the lack of any conducting channel, whereas \dgge V1, a

channel forms under the gate and the equivalent capacitance rises substantially. In order to
utilize this non-linear behavior for a diode decoder, appropriate driving circuitry is
required to ensure that the voltage drop across the MOSFET at the reset state is just above
the device threshold so that when the terminal voltage decreases, most of the stored charge
will dump onto the decoder internal node quickly and then the rest of the voltage change
will dump relatively little charge.

A diode decoder using such a capacitor appears as Figure 3-12. The variable level shifters
(one per address line) sets the r&&gt on the NMOS capacitors to a few hundred milli-
volts above their (body-effect alterédy;, they must be variable because the NMG§

does not track the bipolafzg nor ECL swings over process and temperature variations.
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Figure 3-12 A NMOS Capacitor Pulsed Diode Decoder

Circuit simulations indicate that the MOS capacitor reduces the charge dumped into unse-
lected decoders and thus improves decoder performance in two ways. First, for a 6-input
decoder with 10QtA current per decoder and 100-fF capacitance per input the undesir-
able bump in barely-unselected decoders is reduced relative to linear capacitors from
430mV to 280mV (i.e. by 35%) without any increase in delay at an address line swing of
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1.2V. Second, the drop in total injected charge reduces the discharge current requirements
on the address lines enough that a 6-bit (64 cell) row decoder constructed from the above
gates requires 40% less average address line current than it would with linear capacitors,
at a cycle time of 2ns.

The variable level shift required by the NMOS capacitors may be implemented by a mod-
ified Vgg multiplier circuit. The basi®/gg multiplier circuit, as well as a possible modifi-
cation to give it the desired variable characteristic, appear as Figure 3-13. The traditional
Vg multiplier [22] acts as a two terminal device with a programmable diode characteris-
tic (i.e. an adjustabl¥gg). As the terminal voltage differendgy,; rises from zero, cur-

rent will flow entirely through the resistors until the voltage drop adrdsapproaches

Vg andQ1 turns on. At this point the base-emitter junction will clampRtiedrop to

Vg and, as long as the base currerfremains small compared witfy/R1, the cur-

rent througtR2 will closely match that oR1 and hence

= Vg (1+R2) (3-8)
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Figure 3-13 An Adjustabl¥gg Multiplier

Q1 Vmurt

ReplacingR1 with a variable resistor (NMOS devidé&l in the Figure) allows the pro-
grammable diode voltage to be dynamically adjusted by a control stgs&intl. The
equivalent resistance b1, and hence the diode voltage, are determined bdiebgntl
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3.4.4 Summary

and by the source voltage Nfl, since bothVggand the body-effect dependent value of

V1, alter N1's current. For a fixedResCntl, this implies that the NMOS resistance
increases as the source voltage increases so thus the programmable diode voltage
decreases. This feature is useful for the NMOS capacitor decoder since it makes the vari-
able source voltage decrease as the address lines rise, thereby providing a larger input
swing on the capacitors than on the diodes and thus increasing the voltage chance across
the capacitor. The voltadg®esCntl is set by a replica circuit to foré&l’s resistance in the

reset state such that the drop across the NMOS capacitors is a few hundred millivolts
above theiV .

Circuit simulations indicate that the adjustaldfg- multiplier performs quite well in rap-

idly charging the capacitor input lines. However, the limited current range offered by a
Vgg multiplier creates problems for this application because of the large variation between
the standby (reset) and active address line currents. In order to generate the desired diode
voltage at the low reset current the resistance values must be relatively large, but large
resistance increases the charging delay of the capacitors. Circuit simulations indicate that
the extra delays of¥gg multiplier over a simple diode witR2/R1 = 1/3 are about (30ps,

45ps, 70ps, 110ps, and 190ps) at active/static current ratios of (1, 2, 4, 8, and 16); since
these delays are in addition to the intrinsic base charging delay of a simple diode it is clear
that some of the delay performance gained in using capacitively-pulsed decoders is given
back in driving them.

3.4.4 Summary

Pulsed circuits show great promise for improving the delay and power performance of
diode decoders. While the single greatest delay improvement comes from freeing the ris-
ing word line driver from fighting a large static discharge current, the simultaneous rise of
the inputs presents an opportunity to use feed-forward capacitance to charge the Darling-
ton base at much lower static decoder current. With nonlinear NMOS capacitors the total
injected charge is reduced and thus the total decoder power improves as well. Figure 3-14
compares the decoder plus word line driver delays and average address line current for the
decoders discussed in this section. The simulated circuit implements a 1-of-64 diode
decoder, with each gate having 6 inputs. The first curve shows the delay of the pulsed
decoder of Section 3.5.1 as the static gate current is increased from 75uéd g0
decoder. The other curves show the delay curves for linear and NMOS capacitor decoders
asCj, varies from 10 to 150fF per input and as the gate current increases from 40 to

56



3.4.4 Summary

200pA. The NMOS delays are optimistic because they do not include the delaygfgthe
multiplier, which would add about 150ps to the times.
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Figure 3-14 Power/Delay Comparison of Pulsed Diode Decoders

The figure shows that NMOS capacitor decoders are able to achieve low delay at much
lower static decoder current, and lower average power, than pulsed decoders without
capacitors. However, the NMOS decoders have higher delay for a given capacitor size that
linear capacitor decoders due to Wg= multiplier delays, albeit at substantially lower
power; the lack of a high value per unit area linear capacitor in most digital processes rule
out the linear decoder altogether.

The use of bank selection may be combined with these techniques to further reduce power
dissipation. A simple pulsed decoder might use a switched PMOS load, as was described
in Section 3.3, but the greatly reduced static current of the NMOS capacitor decoder does
not require such an approach. Instead, such a decoder dissipates most of its power charg-
ing the feed-forward capacitors, preventing unselected address lines from rising, and dis-
charging selected address lines so the goal in using banks is to prevent address lines from
switching. Since this approach requires segmenting the address lines so each bank (or each
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3.5 Pulsed NOR Decoders

few banks) has its own set of lines the address buffers become more complex and may
require an extra delay stage to accomplish.

The extra complexity in generating the current pulses for unselected but active address
lines and the reset currents for selected diode and capacitor decoder inputs, coupled with
the extra delay in the address buffers, make the power savings offered by the NMOS
decoders difficult to achieve; in practice the speed and power performance of the pulsed
static decoders, in combination with switched PMOS loads, is quite adequate and much
simpler to achieve. The focus of the pulsed circuit investigation now shii©Rdecod-

ers, where performance improvement impacts not only decoding structures, but also
generic ECL logic.

3.5 PulsedNORDecoders

Many of the fastest reported bipolar and BICMOS SRAMs utNi@R gate decoders for
the following reasons:

. Active-low inputs allow simple wired-or pre-decoding.
. Level-restoringNORgate decouples input and output swings.

. Complementary outputs provide flexibility in building word line drivers.

BiCMOS access times as low as 1.5ns, and bipolar read delays of less than 1ns have been
reported usindNOR decoders [4 20]. The power of such decoders is not low; a recently
reported 256Kb BIiCMOS SRAM [5] accesses in 2.4ns (1.5ns on-chip) but requires
almost 2A of current for the row circuitry alone. In order to build this type of access per-
formance in a reasonable-power large BICMOS memoryN®R decoder and word line

driver circuit power must be dramatically reduced. One method to accomplish the power
reduction is to create HOR gate with a power-down state (like the improved diode
decoder of Section 3.3), and then only activate the decoders in the selected bank. Rather
than trying to steer the actilORgate current into the selected bank of decoders, a better
solution is a current source that may be powered down, so in the reset state no decoder
draws full power. Since the address lines di@Rdecoder do not share the decoder gate
currents, it is also important to reduce the address line power dissipation; a key benefit of
pulsed signalling foNORdecoders is that it is simple to determine when an address line
might transition and to supply the discharge current at only those times.
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3.5.1 Basic Operation

This section discusses circuit techniques for building pulsed row access paths for
BiCMOS memories usinglOR decoders that minimize power dissipation without sacri-
ficing speed. After describing the basic puld&dR gate, the discussion focuses on the
design of a simple BICMOS pulsed current source that overcomes many of the limitations
of previous designs. In combination with a new voltage regulator, this source delivers a
pulsed current that is largely independent of fast changes in the voltage supply levels and
that is selected using standard ECL voltage levels. The pulsed current source is used both
in the basidNORgate and in the address buffers and line drivers to minimize their power.
The pulsedNORbanks require a bank selection signal to enable their current sources, but
generating this signal in a single gate delay is both required and challenging; a modified
diode decoder accomplishes this task nicely.

3.5.1 Basic Operation

A pulsedNOR gate for use in a decoder should draw very little current in the inactive
state, when its output is guaranteed to be low, and should have a much lower equivalent
load resistance in the active state so it can rapidly charge its output. A switched PMOS
device provides the desired load characteristics, but the pulsed gate also requires a vari-
able current source that switches between low inactive current and higher active current.
Figure 3-15 depicts such a gate, with switched PMOS Bhdnd switched current
sourcelpee In the reset state, both of the bank selection sigmaskSelP and
BankSelQ, are inactive so the standby current soufggy needs to be large enough to
overpower an inactiv®l and thus keep the decoder output at its low level. On a bank
selection, both the pulsed current source Rhdecome active; on all decoders (except

the selected ondhe. must be large enough to keep the output BankSelQ must be

active slightly before and aft&ankSelP to avoid generating glitches on the output.

BankSelP 4(18:1’71 D1 gRl I
[ ]

L l\ﬁ OR
-0 Ny
|n0—<o )

NOR
BankSelQ | Dec I eak

Figure 3-15 A Pulsed NOR Gate
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3.5.2 Pulsed Current Source

Because the inactive resistancédfis not well-controlled, diod®1 sets the output low
level, which requires some excéggs, D1 also allows the active PMOS load to be satu-
rated, which allows larger decoder output swings with sBaitkSelP swings. The com-
plementary gate output may be supplied off a normal reg&tpsince no decoder save

the selected one steers current through this path, the complem@Raoptput is
extremely useful for generating control signals for pulsed word line discharge circuits.
This decoder can provide delay performance nearly equal to a d\i@tedecoder at
much lower average power consumption, especially for multi-bank designs where only
one bank of decoders is ever activated at once. Note that the N@D&&ghte has a longer
falling delay due to the switched PMOS load (as mentioned in Section 3.3.2), but this
delay is in the reset path, and thus does not increase the critical selection path delay

3.5.2 Pulsed Current Source

The design of a dynamic current source for such a decoder deserves careful consideration.
Much work has recently been devoted to active pull-down ECL circuits [40 41 42 43],
which reduce the power in their emitter followers by only activating pull-down currents
while the output is falling. The existing circuits, as well as the one required for this appli-
cation, must both handle the same fundamental problem: normal ECL signals are refer-
enced tdVcc while current sources are referenced¥/ig, so it is difficult to have normal

ECL signals turn on current sources due to the allowed variatdgdn- Vgg. This volt-

age variation is at least 0.6V in most systems. Many solutions utilize capacitors to provide
a variable level shift that allows\g-referenced ECL level to controNggreferenced

current source, as depicted in Figure 3-16. However, capacitor-based solutions suffer from
two problems that make them unsuitable for this application. First, while the biasing net-
work that sets the size of the variable level shift can tolerate chanygg i Veg that

occur slowly with time, they cannot handle rapid changes in the supply voltages; this is
bad because pulsed current sources generate rapid changes in the die currents, and these
current changes generate rapid chang®g #— Vgg due to the inductance of the package
leads. In other words, capacitor-based pulsed current sources have trouble dealing with the
supply noise that they generate. Second, the capacitor solutions only output their peak cur-
rent for a limited time, since the charge stored on the capacitor leaks off while the current
source is active; this behavior is often acceptable for simply discharging the output node
of an emitter follower, where the logic gate itself keeps the emitter follower off once the
pulsed current drops off, but for pulsed logic gates the current needs to remain at the peak
level as long as the selection input is active so that the output voltages remain constant.
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3.5.2 Pulsed Current Source

The pulsedNORdecoder therefore requires a new pulsed current source that is not based
on level-shifting capacitors.

Vee
cnl Ipulse \/
n
iz
/) 71
Base |:

VEE )

v

Pulsed Current
Source

Figure 3-16 Variable Level Shift for Pulsed Current Sources

Recent BICMOS SRAMs have been constructed with on-chip voltage regulators to permit
3.3-V limited MOS devices to coexist with 5.2-V ECL circuits [38] by generatiNgs

for the memory cell array thatV4c — 3.3. This thesis proposes that this voltage regulator

be set such that building pulsed current sources from this supply be made simple; in other
words, theVgggenerator should produce a voltage fogg plus the ECL signal swing

below V. With such avgg a pulsed current source may be simply constructed as in
Figure 3-17.

I | ] v ] v ] |
Pulse N/ - Resistor -
BankSelQ ——KQ; S -
Pulsed 5 ]
Current O}
CSRef _” N, | Source -
Vss ' Voltage

Figure 3-17 A Pulsed Current Source

The operation of this source is simpler to understand with NMOS tranNistagplaced
by a resistor. Assuming the selection signal3sit is low atVcc— 3Vgg — Vsying and
thus Q1 is on the edge of turning on. As the selection signal Néggingis gradually
impressed across the resistor and thygindR flows through the current source. The
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3.5.3 Pulsed Address Buffers and Address Line Drivers

problem with this resistive current source is that the active current is linearly proportional
to the input level, so the current does not reach its maximum very quickly. Since the bank
selection signals are likely to be in the critical path of the read access, it is essential to
make their effects occur as rapidly as possible.

Replacing the resistor witN1, a nonlinear resistor, solves this probléii’s reference
(CSRef) is set such thallll saturates around the time the selection signal swings mid-
way, so the output current increases rapidly to nearly its maximum value by the time the
input gets halfway. The graph in Figure 3-17 shows a comparison of the output current
versus selection input voltage for the current source with either a resistdr iarthe
emitter lead. TransistdM1 must be larger than minimum, since it must supply reasonable
output currents with a saturation voltage/af,ind2. For instance, in the Oi@n reference
technology a 0.4-mA pulsed current source would use@28MOS transistor.

This current source rapidly delivers a large active/inactive current ratio using a standard
ECL selection input, which is useful in many pulsed applications. In order to reduce the
component count for the decoder, the leakage current source may be integrated with the
pulsed current source by simply adding a resistor in parallel @ithof the value
(Vi2ref— Vs9/l eak With the parallel resistor, the pulsed current source switches between
two fairly well-controlled values with only three components; the resuN@& gate has

only two components more than a traditional EGRR and is thus quite dense.

The CSRef generator is readily constructed using replica techniques as shown in
Figure 3-18. The replica pulsed current soutde &ndQ1) are set by the feedback loop

such that with a high3 signal on the base @J1 the output current matches a reference
currentlges Emitter followerQ2 provides buffering to reduce loading effects on the sensi-
tive feedback loop. Ensuring that the current source turns on early in the selection swing is
a matter of sizing the NMOS devices such that the reference generator produces an output
over temperature and process variations that satUNateSircuit simulations indicate that

the CSRef generator keepd1 saturated over a wide range of operating conditions.

3.5.3 Pulsed Address Buffers and Address Line Drivers

Since a substantial source of power dissipatidd@iRdecoders comes from rapidly driv-

ing the large capacitance of the pre-decoded address lines, reducing the power in only the
NORgates does not solve the entire problem. This section shows how to pulse the address
line circuits to save power and trivially generate the desired input waveforms for pulsed
NOR decoders. A good way to minimize the power in logic circuits is to minimize the
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Figure 3-18 Pulsed Current Source Reference

number of transitions they must make; for wired-or pre-decoded address lines, which are
active low, only one line in each pre-decoded group goes active, so a high reset level min-
imizes the number of transitions. This is fortunate because ECL gates require no power to
provide high outputs; hence, the pulsed address buffers may have very low reset power.

Besides minimizing the number of address lines that transition, another way to minimize
their power is to reduce the capacitive loading on the address lines themselves. For a
banked design, using multiple sets of address lines (as in Section 3.3.4) reduces the total
capacitance that must transition, since only the set of address lines connected to the
selected bank needs to be discharged. Since the pNS&igate accept&?2 address

inputs, a good organization is to buffer the address buffer outputs with one level of emitter
followers (to isolate the address buffer resistor from the output capacitance) that drive
long L1 globaladdress lines to the banks. At the bank level, the global lines drit2 the

local (segmented) address lines through a second level of followers. These second follow-
ers provide two forms of electrical isolation: they allow different sets of local address lines
to be independently discharged (which provides the desired capacitance reduction) and
separate the resistance of the long global address lines from the high capacitance of the
decoder inputs, which substantially improves the Wi@delay.

The preceding discussion ignores the question of where the wired-or pre-decoding should
be done. While minimizing the number of global address line transitions would favor pre-
decoding at the address buffer, such an arrangement suffers from two problems. Minimiz-
ing the transitions only helps if it saves discharge current, and with only one allowed stage
of current steering between thé global lines and the3 pulsed current source selector,
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3.5.3 Pulsed Address Buffers and Address Line Drivers

only two-way current sharing is possible without added delay. Furthermore, building the
wired-or at the address buffers adds extra transistors to the address buffer outputs, which
lengthens their delay. A better solution is to accomplish the wired-or at the local address
line buffers, where the capacitance of the extra devices adds insignificantly to the global
address line loading while permitting two-way current steering of the global line discharge
current between each address bit and its complement.

At the bank level, the wired-or local address lines reductathe of theNORdecoders,

which improves their speed. Ensuring that discharge current should only flow into the
active set of local address lines is readily accomplished using the bank selection signals
already required for thORdecoders themselves; when a group of banks shares address
lines then the pulsed discharge current may be selected by the wired-or of the bank select
signals for that group. Being more selective about which local address lines to discharge is
difficult, since there is almost no voltage headroom between?hecal lines and the3

bank selection signal. A physical view of the resulting address line routing plan for a six-
teen-bank SRAM appears as Figure 3-19; the input addresses are driven to the center of
the memory, and from there the address buffers drive the dlabaddress lines to the

four quadrants. At the quadrant level, wired-or drivers create the local pre-décdded
address lines, with a shared set for each two banks.

Because the address buffers are the first stage in an access, they are where the clock signal
interacts with the address inputs to begin the access. Creating the desired address line
waveforms is relatively simple; one way is to add an extra emitter follower to each address
line that keeps the line unselected until the clock lets the access begin and that resets the
line when the active time has passed. A better solution, due to the availability of pulsed
current sources, is to merge this function into the address buffer itself. A pulsed address
buffer with both the global and local pulsed address line drivers appears as Figure 3-20.
The address buffer is a simple ECL inverter with a pulsed current source that is activated
by the clock that starts an access. When the clock is inactive, no current flows in the
inverter so the load resistors pull all the address lines high. When the clock rises, one of
the inverter outputs falls, and thus the seletteglobal address line is discharged quickly

by another pulsed current source that is steered into the line. The local address line drivers
perform both the wired-or pre-decode and the bank selection-pulsed discharge.

Circuit simulations indicate that the reset time nearly equals the required active time for a
aggressively-pipelined puls&OR decoder constructed using these techniques. With the
active pulse width half of the cycle time, the use of pulsed signalling saves about half of
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Figure 3-20 A Pulsed Address Buffer with Pulsed Address Lines
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3.5.4 Bank Selection

the current in all sources Figure 3-20. The global address line current switch reduces the
active line current by half, and at the local address lines the current is divided by the num-
ber of address line sets. These techniques may therefore reduce the address line power to
about 25% of their equivalent static level with very little access penalty. For less aggres-
sive designs, the active time remains the same while the cycle time increases, so the rela-
tive power advantage increases.

3.5.4 Bank Selection

The bank selection mechanism must three of requirements. First, it must make sure that
only one decoder in the system is selected at once; in other words, it must make certain
that decoders in unselected banks are never selected. A simple way to achieve this is to
add an extra address input to each decoder and connect it to pre-de2obdadk
addresses; unfortunately, by increasingfémein of the decoder gates their delay rises. A
better solution is to add exttda bank address inputs to the wired-or pre-decoding gate
that drives the locdl2 address lines, ensuring that unselected address line sets never dis-
charge. When multiple banks share the same set of address lines, this may require that one
group of address lines be duplicated for each bank in a group, so the duplicated lines also
carry bank selection information.

The second requirement is to provide BaenkSelQ selection signal for the pulsed cur-

rent sources in the local address line driversN@& decoders. This function requires an
AND decode function with active-high outputs and only the delay of a single inverting
gate (since that is how much delay is in the address line paths). The delay requirement
rules out botiNORgates, which require complementary inputs, and stacked current steer-
ing trees, which require an inversion at their output. A diode decoder, on the other hand,
can decode in a single gate delay, especially for relatively small numbers of outputs where
the address line parasitics are small.

Such a decoder appears as Figure 3-21. This circuit uses a stacked address buffer to imple-
ment the reset state; when the input clock is inactygs¢is steered into each address

line and thus all decoder outputs are low; the clock signal is thelshabeck that pulses

the address buffers of the previous section, so all paths begin simultaneously. When the

clock rises, the discharge current is steered away from the selected address lines, which
are pulled high by the selected decoder and static PMOS current sqtcasdP?2),

which are added to improve the decoder rise time without resorting to a push-pull address

buffer; the push-pull buffer is unacceptable because of its added delay. The bank select
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decoder is smaller than a row decoder, so relatively small static pull-up currents may rap-
idly charge the address lines without dissipating too much power.

e qm ||
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CSRef ' . A Il |

Quadrant

BSQ

Figure 3-21 A Pulsed Bank Selection Decoder

Meanwhile, 254g,fiS Steered into each unselected address line in order to prevent them
from rising; since half the address lines are selected, the others require twice as much cur-
rent to keep the unselected decoder outputs low. The series diode-resistor combinations
prevent the selected address lines from rising further than the decoder swing, and thus
reduces the reset delay; the series combination also supports the PMOS current of the
selected address line, which reduces the droop in unselected address lines and decoders
caused by the differences in address line currents between the active and reset states. The
decoder outputs are driven from the center of the die (as depicted in Figure 3-29) at

the quadrants. An emitter follower buffer drives the puN@R gates and wired-or buff-

ers can generate3 address line set selection signals. The follower discharge currents are
interesting candidates for pulsing, but degradingBiuekSelQ low level (due to/gg dif-

ferences when the pulsed current turns off) can lead to increased inactive currents in the
pulsed currents that it controls.

Finally, the bank selection must activate the appropriate switched PMOS loads, which
requires another wired-or with high-capacitance wires that require large currents to rapidly
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discharge. The output of the bank selection decoder mentioned above would seem ideal to
activate pulsed current in only the seledBathkSelP; unfortunately, the-3 bank selec-

tors have enough delay that the dischargBasfkSelP would delay the access. Instead,

one level of current steering may be used to steer a pulsed current source (activated off the
input clock) between two PMOS selection lines, as in the global address buffers; two-level
series gating is impossible because the pulsed current source is activatddisigaal

and the select line drops low enough to saturate a BJT with signal on its base. This
solution reduces the PMOS selection power to no more than 25% of the equivalent static
power, as in the global address line case. If a shorter pulse was available that rose with the
input clock, the power savings would increase since no current is needed to keep these
lines low; such a pulse would also be useful for the global address lines, which share this
trait.

3.5.5 Reference Generation

The preceding circuits require the generation of a very stafjeevel. On-chipVgggen-

erators have been around for a while, but this one has three unusual characteristics. First,
the generated leveVgc — 4Vge — Vsying IS large enough that it will not be far from the
bottom supply Veg), so careful design is required to ensure that the circuit discharging
this node has enough voltage in which to operate. Second, because much of the SRAM
current is dynamically supplied by pulsed current sources, the reference generator must
handle large variations in its output current. Finally, this reference is being used to gener-
ate stable currents, so the dynamic voltage variation must be relatively small to avoid
noise margin problems in gates supplied from this source.

The last two issues put such a severe burden on the reference’s transient response to cur-
rent variations that some form of decoupling capacitan®gds required. An extremely

large decoupling capacitance is available from the memory array itself; three separate lay-
out regions contribute to this capacitance:

*  Vcc-connected n-well (which surrounds the PMOS devices) capacitance to the
Substrate

. n-type drain diffusion capacitance (to the substrate) of the NMOS devices on the
high side of the memory cell

. p-type drain diffusion capacitance (to the n-well) of the PMOS device on the low
side of the cell
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3.5.5 Reference Generation

In order to use this capacitance to stabilizg the substrate must be tied\Mgg since the
n-well and high side of the memory cell are alreadygt The implication of this is that

no n-type regions that sit in the substrate may drop substantially bgkgor else unde-
sirable substrate current will flow in this forward-biased pn-junction. The source-drain dif-
fusions of NMOS devices and the collectors of BJTs fall into this category.

A Vgggenerator that meets these requirements appears as Figure 3-22. It is essentially a
simple feedback amplifier whef@3 samples th&/ggpotential, producing a current that
reduces that of th€2-Q1 current mirror, thus allowind/sgto rise until balance is
achieved. Because the current thro@h is wasted, it is desirable to make the current
mirror ratio as large as possible, especially since the rest of the SRAM's current flows
throughQ1. However, the frequency response characteristics of a current mirror degrades
with increasing ratio; the additional devices improve the frequency response of the current
mirror at large mirror ratios. In particular, the emitter follower and diode combination
form a fixed current-gain stage (sometimes referred td-pd@ubler [44]) that increases

the current available to charge the bas®fat high bandwidth; they also ensure that
Q2’s collector remains at least twigg's aboveVeg and thus safe from substrate-collector
forward biasingR1 provides discharge current for the bas@af the traditional current
mirror would shortQ2’s collector to this node to provide this current instead. DDile
prevent€Q3 from saturating.
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Figure 3-22 AVggGenerator

This basic feedback configuration operates well over a fairly wide range of conditions, but
the extreme dynamic output current requirements require a few additional components.
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Making the feedback loop operate over such a wide current range normally would require
large gain, which can lead to problems with transient response such as overshoot. Because
the dynamic current characteristics of such a design are well known, replica versions of
each class of pulsed current source may be constructed to increase the feedback loop cur-
rentl oop When each current source is active; this reduces the gain required in the loop to
maintain a stabl®gg A more serious concern is the variation in the on-®faip supply

due to the effects of pulsed current through the inductance of package leads and bond
wires. Additional capacitand€g;,p, probably formed from PMOS capacitors, in series

with a small resistand@gi,p, Stabilizes the on-chiggg response to current switching.

Circuit simulations predict that this generator will exhibit only a 70-mV peak variation
when supplying a 400-mA pulsed current on top of a 200-mA static current, and only
20-mV variation with 300-mV/ns noise on the exterigk lead. The generator exhibits
excellent start-up characteristics, tolerating supply ramp rates in excess ps10V/

3.5.6 Summary

Pulsed circuit techniques can make a tremendous performance differeNé@Rdecod-

ers in BICMOS SRAMs. The combination of the switched PMOS load with the pulsed
current source permit constructing banks of f48IR decoders with greatly reduced
power dissipation. For a sixteen-bank design with an active/reset gate power ratio of ten
and with an active time of one half the cycle, the aveN{QR gate power is reduced to

only 16% of what a traditional design would require. Pulsing the address buffers and
address lines reduce their power dissipation to less than one quarter of the original
amount. Finally, the control power overhead for these techniques is modest enough that
the overall power of a pulsed design is less than 25% of the equivalent static power, with
very little delay penalty. A detailed example of a pul$¢@R design appears in
Section 5.3.

Furthermore, th&ggand pulsed current source reference generators make the benefits of
pulsed currents available to general ECL-style logic designs. While it is non-trivial to gen-
erate the required timing relationships between interacting pulsed signals, these circuits
can serve as a basis for further exploration.

In comparison with the switched PMOS load diode decoder circuits, the power advantage
of theNORdecoders is debatable. However, diode decoders have trouble with large num-
bers of banks, since switching the decoder current among a large number of address line
sets requires extra delay. Furthermore, pulN€R decoders handle largan-in and
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3.6 Word Line ECL-CMOS Converter

fan-out conditions better, due to the quick performance and simplicity of wired-or pre-
decoders (with high-current emitter follower drivers). THM§R decoders are superior
for large memories. Chapter 5 shows that at 256K bits, a pNIB&ddesign can deliver
25% faster times at nearly the same power level as an optimized diode decoder design.

3.6 Word Line ECL-CMOS Converter

A principal improvement in decoding delay that results from pulsed decoders is due to
pulsing the discharge current for the word line driver. In a traditional word line driver
(Figure 3-1), a rising word line is loaded both by the memory cells attached to the line and
by the shared discharge current, which increases as the word line voltage rises. A pulsed
word line driver has the same pull-up circuitry as the traditional driver, namely a Darling-
ton-connected pair of bipolar transistors, but has a dynamic discharge current that does not
activate until after the selected word line transitions high. A pulsed decoder and driver
have less delay because the Darlington driver requires less base charge to raise a word line
that is loaded only by memory cells.

The pulsed word line driver must satisfy several constraints in order to be useful. The most
obvious constraint is that the driver should not activate the discharge current until the
word line completes its transition. Since the word lines have high capacitance, the dis-
charge current is large so the driver should pull discharge current only from the selected
word line or else the power dissipation will be too high. Furthermore, an inactive driver
should dissipate very little power, since there are lots of inactive word lines in an SRAM.
Finally, the duration of the discharge pulse must be long enough that the word line dis-
charges completely, but not so long that the discharge current fights a word line that rises
on consecutive access cycles.

Active discharge circuits for low-swing word lines are not new [45 46 18]. However, their
goal is to speed the falling transition of word lines, so most of them activate before the
word line is high. An alternative method for generating the desired discharge pulse is to
delay the active (rising) input of the decoder until the word line has risen, and then activate
the discharge source. If the delay can be controlled well enough, it can be set to discharge
the word line as soon as the memory cell characteristics allow, thus minimizing both
power dissipation and cycle time. Implementing this delay with ECL bipolar circuitry
requires too much power, and usingR@network to build the delay does not give good
delay matching to the memory cell characteristics. Building the delay from CMOS circuits
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3.6.1 Low-Power Word Line Level Converter

improves both the power dissipation and the delay matching, since the required memory
cell active time is likely to be dominated by the time needed to write its CMOS latch, this
delay is well-matched by the CMOS circuit delays in the pulsed discharge source.

In order to utilize full-swing CMOS circuits to implement the delay, the reduced-swing
decoder or word line signals must be converted to larger swings. Many different ECL-
CMOS converters have been implemented, but most of them are unsuitable for this task
because they dissipate static power. Since the required converter is part of every word line
driver, any static power that is dissipated gets multiplied by the number of word lines in
the system. A more suitable converter should dissipate no static power, but may take into
account the unique characteristic of SRAM word lines: that all of them except one are
inactive at any given time [28].

3.6.1 Low-Power Word Line Level Converter

Figure 3-23 depicts a converter suitable for pulsed word line discharge, which is config-
ured to translate a low-swing decoder or word line value into a full-swing signal. The first
stage is a signal-amplifying ECL inverter, which may share its current source with all
other converters in a bank because no more than one word line is ever MYDRIN
decoders this stage is unnecessary since the complemeédRrgigcoder output may be
readily utilized, as is discussed in the next section. Tran$tdtes ratioed to easily over-
powerN1 and hence provide a rapid rising edge; there is static power only in the one con-
verter withP1 turned on. Two stages of CMOS inverters buffer and amplify the output
onto the output line, which has high capacitance from the word line discharge circuitry.
TransistorN2 is a feedback-driven NMOS device that reduces the delay of both transi-
tions; on the rising edge it is off and hence does not interferéPditonce the word line

is highN2 turns on to provide more drive for the falling edge.

The reference voltage on the gate of transi®prevents the feedback signal from over-
poweringP1 until P1 begins to turn off. This signal is readily generated using the refer-
ence generator shown in the figure, which mimics the level converter when active, except
that the NMOS devices are twice their normal width. This configuration guarantees that
the PMOS device, whose saturation current is almost enough to fight the double-width
NMOS devices, can overpower the normal-width devices in the actual converter.

Circuit simulations indicate that this level converter can convettZamput to drive a
0.2-pF load in 0.7ns. With a complement&®R gate output the conversion starts as
soon as the decoder input, rather than the decoder output, switches. This saves

72



3.6.2 Use in Pulsed Word Line Discharge
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Figure 3-23 A Word Line Level Converter
approximately 0.3ns. While this circuit iIs by no means the fastest reported |36], it is
excellent for word line discharge applications, since the conversion delay allows the word
line to rise, while the reset delay is long enough to let the word line fully discharge. Fur-
thermore, the near-zero static power of this gate allows it to be efficiently implemented on
each word line in a memory.

Before moving on to describe the use of this converter in word line discharge, it should be
noted that the word line converter has other applications. In particular, Chapter 4 describes
its use in generating full-swing write word line signals for the dual-ported CSEA memory
cell.

3.6.2 Use in Pulsed Word Line Discharge

A pulsed word line must stay active long enough to write the memory cells. The word line
level converter operates directly off decoder or word line levels, and the CMOS inverters
in the converter make the delay track the write time of CMOS memory cell latches over
process, temperature, and supply variation. Thus, the resulting word line active time is
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3.6.2 Use in Pulsed Word Line Discharge

determined by circuitry that mimics the timing of a memory cell. Figure 3-24 shows the
adaptation of the word line converter for use in word line discharge.

e ¥ EROR / T
7
Pulsed / / - Discharge

NOR
/
/ —O|

Decoder
|
' Discharge
Shared —l:| |_
Diodes
Vss
Vss

Figure 3-24 A Level Converter-Based Pulsed Word Line Discharge System

This converter shows the interface to the compleme@&putput of aNOR decoder;

since the decoder inputs dr2, the decoder reference is about\ggg's down fromVgc

so the swing ofRgr May be almost thre¥gg without saturating the reference device.

The swing limit is set by high-temperature considerations, wiggels smallest while

signal swings are largest. The basic converter is very similar to the previous section,
although the number of CMOS inverters may be increased to provide longer word line
pulses (and thus more time to write a memory cell). The converter generates two signals,
Discharge andDischarge, which reset the decoder and word line dridéscharge con-

trols PMOS devices that pull down on the decoder output and the Darlington intermediate
node one inverter delay before the word line discharge occurs; this improves the reset
characteristic by ensuring that the discharge current does not need to fight an active fol-
lower. PMOS devices are best for this stage because the source and drain nodes will stay
nearVec, where the NMOS/1, is substantially degraded. Sindggis a fixed distance

from V¢, it is convenient to simply pull the word line driver nodes down until they are
the appropriate number ¥gg's aboveVgg diodes perform this function very well, and

the stack of three diodes attache®iomay be shared by all the word lines in a bank.
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The NMOS word line discharge devid¢l, is controlled by th®ischarge converter sig-

nal and must be relatively large to handle the high active word line discharge currents.
Placing the diodes on the drain lead\df reduces its size requirement by increasing the
availableVggand therefore the current per unit width; however, this configuration will not

let the diodes be shared so the area savings may be minimal. Instead, a design could share
a largerN1 with a number of adjacent word lines, replacing the inverter that dxites

with a CMOSNORgate; one diode per word line would still be required in the drain lead

to isolate the word lines from one another, but the second diode could be shared. While
such a design attempts to pull discharge current from multiple word lines, all of the unse-
lected lines are atgg+ 2Vgg and thus do not receive discharge current.

This system has the advantage that it sets the word line active time independently of the
address line pulse width, since the discharge circuit affects only one side of the decoder
gate and therefore cannot cause itself to reset before the address lines cause the decoder to
switch; this removes any worries about a word line becoming selected more than once per
access cycle. Once the address line switch the gate current, the non-inverting output rises
and the converter then returns to its inactive state. Circuit simulations show that this cir-
cuit can generate word line discharge pulses shorter than 1ns with extremely low static
power dissipation. In a real system, small passive current sources would be used on the
word line and internal Darlington nodes to ensure that low word lines do not drift high;
even considering this current, this technique provides faster access and uses 40% less
power than the discharge scheme employed in a previous design (Section 5.1).

3.7 Summary

This section has shown that careful use of MOS transistors can greatly reduce the power,
and often increase the speed, of the bipolar circuit blocks often used in SRAM decoders
and line drivers. The use of switched PMOS loads, pulsed current sources, and pulsed
word line discharge circuits give the designer great flexibility in implementing very fast
BiCMOS SRAMs with much lower power dissipation than has previously been possible.
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Chapter 4 Sense and Write Techniques for CSEA Memories

Chapter 4

Sense and Write Techniques for CSEA
Memories

Most BICMOS SRAMs utilize the same memory cell types as their CMOS counterparts.
While the resulting memories have very high densities, the NMOS access devices require
nearly full-swing word lines to deliver reasonable read current. As Chapter 2 notes, deep
sub-micron CMOS devices cannot reliably operate from five-volt power supplies, so a
class of BICMOS memories have been implemented that use internally-reduced supplies
for the CMOS devices and standard ECL supplies for bipolar circuitry. Because the “full”
CMOS swing is substantially smaller than the ECL supplies, such memories use bipolar
circuits to rapidly decode addresses and drive word lines; for example, a recent 4.5-V
SRAM uses an internal CMOS supply of 3V, and uses mostly-bipolar circuits to drive its
2.4-V word lines [5]. The low-swing decoders of Chapter 3 are very appropriate for such
memories, but the required voltage amplification to convert standard ECL swings into the
word line levels slows the access.

The CMOS-Storage, Emitter-Acce§SSEA) [6] memory cell provides an approach for
building BICMOS SRAMs with word line swings that are much closer to standard ECL
levels. CSEA memories deliver read access paths composed entirely of low-swing signals,
so their access times more closely match bipolar memories. The CSEA memory cell is
superior to bipolar cells because the storage element is composed of a CMOS latch that
dissipates no static power. Because it requires full CMOS swings to write the cell, CSEA
memories have separate read and write ports. While fully-differential CSEA memory cells
have been implemented [47], CSEA SRAMSs typically assign a single bit line to each port
in order to maximize memory density. The single-ended nature of reads and writes makes
CSEA design different from memories using CMOS cells.

This chapter describes the unique characteristics of CSEA memories, and circuit tech-
nigues that permit the design of robust, high-density, fast CSEA SRAMs with moderate
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power consumption. After opening with additional background on traditional CSEA
design, the chapter focuses on the challenges associated with sensing the stored values of
CSEA cells. A detailed analysis of the effects of parasitics and supply noise, together with
careful circuit design, show that single-ended sensing can be robust. Furthermore, the
chapter shows how pulsed circuits can improve the sense speed and reduce the power dis-
sipation of wide-access CSEA memories. Following the sensing discussion, the chapter
proposes circuits that deliver the full-swing write path signals that are needed by a CSEA
memory. These circuits are fast enough that the cycle time of the memory is not limited by
the write access.

4.1 CSEA Basics

A schematic diagram of the CSEA memory cell appears in Figure 4-1. As in a 6T CMOS
cell, the data is stored in a static latch formed by cross-coupled CMOS inverters (transis-
torsN1, N2, P1, andP2 in the figure); this configuration provides a robust storage ele-
ment that dissipates almost no static power. The sources of tranBistensd P2 are
connected to the read word line (rather than the positive supply traditionally used). This
signal has ECL-like voltage transitions, always remaining several MOS threshold voltages
above the negative suppWgg, and therefore giving the latch excellent noise immunity.
The bipolar transistd@1 in the CSEA cell, which is connected in an emitter follower con-
figuration, provides high cell read current with small read word line swings, and thus can
provide fast access times. The CSEA cell is also nearly as dense as a 6T cell, but has more
complex read and write circuits due to the independent, single-ended read and write ports.
The read path uses small swings on the read word line and the read bit line for sensing,
while the write path uses CMOS-like levels on the write word line and the write bit line
for storing a new value into the cell throuyB.

R_ead Word Line_

Read
| Bit
Line

Write Word Line

Figure 4-1 CMOS-Storage, Emitter-Access Memory Cell
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Figure 4-2 depicts a simplified view of the read access path of a CSEA memory. A row
address change causes a switch in the differential outputs of at least one push-pull address
buffer, pulling current out of the previously-selected diode decoder while allowing the
newly-selected decoder to rise. These decoder changes couple through Darlington-con-
nected pairs to drive the word lines. The previously-selected read word line is discharged
by a shared current source while the newly-selected one is pulled up by the Darlington fol-
lower. The small swing on the selected read word line couples to the read bit line through
bipolar transistoQ1 if PMOS deviceP1 is conducting (i.e. if the cell stores one). The cell
state is detected by switching a shared current to the selected bit line and into the differen-
tial pair formed byQ1 in the cell and the bit line reference transifar The bit line ref-

erence is set to be approximately the midpoint of the word line swing, so unselected cells
on the selected bit line receive essentially none of the bit line current regardless of their
state. The collector of the reference transistor goes into a cascode amplifier that feeds the
output buffer. Transistd®3 pulls unselected bit lines to about ofg: below the selected

word line voltage to ensure that these bit lines do not contribute current to the cascode net-
work. This access path uses only small swing signals, and hence is quite fast. Prior work
on this type of memory have produced a sub-4-ns 4K SRAM inpariLté&chnology [6].

The cell area penalty for the CSEA memory cell is fairly small. Since tranQ&tc an
emitter follower, its collector is readily shared with collectors in adjacent cells and (in
many BiCMOS technologies) with the n-well containing the PMOS devices. The density
may often be further improved by merging the sourcBlofvith the base of1. Hence

the primary density penalty is the second word line required by the cell. Because the cell is
tolerant of large internal collector resistance (the base is at gstd®wn fromV¢, so

the voltage drop across the collector resistor may be this much without saturating the fol-
lower) theVcc wire may be routed on the buried layer of the well/collector and strapped
by metal every eight cells or so. For purposes of comparison, a CSEA cell occupying
125um? [48] supplies twice the read current of a 4@ 6T CMOS cell [25] imple-
mented in the same technology [7].

While the access characteristics and density of the CSEA cell make it an attractive candi-
date for large, fast, SRAMSs, this memory organization is not without its limitations. Its
low-swing read port provides fast access, but the traditional bipolar circuits that imple-
ment the decoders lead to high power dissipation. Chapter 3 discusses BiCMOS tech-
nigues that attack the power issues of low-swing decoders and are ideally suited for CSEA
memories. The use of a single bit line for sensing the cell is also troubling, since this cell
will not have the common-mode noise cancellation that is found in standard differential bit
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4.2 Single-ended Bit Line Sensing

line designs. While the use of large bit line currents help mitigate the effects of noise, they
also increase the power dissipation, especially for wide access widths. The next section
discusses these issues in great detail, and proposes BiCMOS techniques to provide fast,
robust reads at reasonable power dissipation. Finally, writing the CSEA memory is a little
tricky, because the cell needs CMOS levels on the write word line and the write bit line so
that N3 can overpower eithéd2 or P2 to flip the cell. Section 4.5 discusses techniques
that rapidly deliver the required signals, while avoiding problems with disturbing unse-
lected cells on the selected write word line.

4.2 Single-ended Bit Line Sensing

The large transient supply current requirements of a chip produces an environment where
the power supplies are not constant voltagésctronic supply noiseften affects differ-

ent internal signals in different ways, depending upon the relative coupling between each
signal and noisy supply; when different signals having dissimilar coupling are compared,
the result may be different, or at least have different timing, than what is achieved without
the noise. Managing the effects of such noise is a key aspect of fast SRAM design, since
low voltage swings are used to improve the performance of high-capacitance nodes. Virtu-
ally all SRAMs minimize the effects of supply noise by adopting differential signalling for
low-swing nodes, where each quantity is represented by two complementary signals. The
basic 6T memory cell makes complementary outputs trivial to generate on the bit lines, so
the density penalty for differential signalling is typically only the number of bit lines
required per cell.

The benefit of differential signalling is simply that connecting and routing two signals in
parallel virtually guarantees that the supply noise coupling into each will be similar, and
thus the complementary signals should be affected in similar ways. Since basic signal-
comparing gates such as ECL inverters or their CMOS equivalents are very tolerant of
suchcommon-modeaoise, differential signalling can greatly reduce the effects of supply
noise.

Because of the separate read and write ports of the CSEA memory cell, there is a strong
density advantage in making it work with only single read and write bit lines. While the
implications of the single write bit line are considered in the next section, this section
focuses on the principal concern about the practicality of CSEA memories: obtaining reli-
able and fast access times in the presence of supply noise with single-ended sensing. This
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section shows that the noise immunity is quite good, primarily because of the large read
current available from the cell's emitter follower. Section 4.2.1 develops equations to
specify static word line and bit line reference voltages that deliver desired differences in
the sensed current and hence sense path noise margins. The section then expands these
results to include the effects of parasitics and supply noise at the bit line level. Finally, the
section describes circuitry to generate the required reference voltage for the bit line refer-
ence transistor.

4.2.1 Simplified Sensing

Because the CSEA cell followe®1 from Figure 4-3) forms a differential pair with the

bit line reference devic€)2), the read operation simply compares the internal voltage of
the selected cell to the bit line reference potelitlineRef. When the cell stores one,

the right side of the cell latch is high so the bas@®Dbfollows the read word line value.
Conversely, the base Qfl1 is at the negative supply when the cell stores zero. In design-
ing the read word line swing aMg;j: ineref the quantity of interest is the collector current
throughQ2, since this current is the input to the sense amplifier. Simple expressions relat-
ing these values are readily derived by considering the voltage differences required to
achieve desired ratios of the sensed current to the total bit line clgigr49].

The worst-case reading of one occurs when all unselected cells on the bit line store zero,
because any current that enters unselected cells subtractikffg(the current through

Q2 when reading one) and thus makes it simpler to read zero. The maximum Vgjye of

is therefore simply determined by considering the differential pair formed by the cell fol-
lower andQ2. Neglecting parasitic resistances for a moment, and assuming that the sense
device has an emitt&® times as large as the cell follower, the required voltage difference
between the selected word line and the bit line reference is:

[’RBL_'One

_ O
VRWL( High ~ VBitLineref= V1IN 7 OV

(4-1)
One O

whereVr is the “Thermal Voltage(kT/q) defined in Chapter 2.

When reading zero, any bit line current entering unselected cells dedigasebe cur-
rent throughQ2 in this case. Therefore, the worst-case condition for reading zero occurs
when all unselected cells store one. This case is depicted in Figure 4-4. The required
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Figure 4-3 CSEA Cell Bit Line Sensing Model

potential difference between the bit line reference and the unselected word line level,
givenN cells per bit line, neglecting any bit line resistance, is given by:

. (N=1)
_ Zero
VBitLineRef” VRWL(Low = VT'“[ (POEIE WJ (4-2)

For equal current sensing margins between Equation (4-1) and Equation (4-2), the current
steering ratios of the two cases should be equal, i.e.

lreL " lone _ |

| Zero (4_3)

One IRBL_IZero

Because device matching considerations favor equal device ¥zesl], the optimal

placement foWgiy jnerefiS Closer to/ryw (HighythanVrwi (Lowy This is due to the combi-
nation of unselected cell followers in Figure 4-4, which is modeled byNhkel() term in
Equation (4-2). For instance, with 64-cell bit lines at room temperatgygineresshould
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I Sense
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Unselected Cells —— N-2
Store One

(VRwL(Low))
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Figure 4-4 Model for Worst-Case Reading Zero

be 107mV closer &gy (Highy The next sections describe modifications to these basic
equations to model circuit non-idealities.

4.2.2 Effects of Emitter and Bit Line Resistance

A major speed advantage of the CSEA memory cell is the high read current densities sup-
ported by the bipolar transistor in the cell, but these same currents expose resistive parasit-
ics that may substantially alter the above calculations. Specifically, bit line wire resistance
and series emitter resistance both reduce the current ratios, since these resistors appear in
the emitter leg of one transistor in the differential pair and thereforéRatkdms to the

sense equations. The memory designer has little control over either resistance, since den-
sity concerns almost invariably constrain bit line widths and emitter sizes to be at or near
the minimum (high-resistance end) supported by the technology,

Proper placement of the sense device on the bit line can mitigate the effect of the bit line
resistanceRgp . If the sense device is at the same end of the bit line as the current source,
the bit line resistance is in series with the cell follower at the opposite end of the bit line.
In this case the voltage difference between the selected word line and the bit line reference
must be increased by nealpyg RrpgL t0 maintain the desired value Igf,, The bit line
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4.2.2 Effects of Emitter and Bit Line Resistance

resistance actually helps when reading zero, since there will be extra resistance to emitters
of cells storing one but on unselected word lines; however, for valdggghearlgg.

the current not steered into the sense device will be small so the effect of this resistance
will be minor.

Alternatively, if the sense device is at the opposite end of the bit line (from the current
source) then the bit line resistance does not affect reading one, since in all but the worst
case the extra resistance shows up in the emitter of the sense device (and hence actually
reducedpno. Therefore the swing only increases by paradRidrops associated with the

cell follower, so Equation (4-1) becomes:

dreL ™ lone,, Rp10
V N VA = VoIn 202 PNy 4 %& TS (444
RWL( High BitLineRef TN IOne ] RBL[] Emitter B O (4-4)

whereRgnmitter 1S the emitter resistance of the cell follower &6, is the equivalent on
resistance of transist&1 in the CSEA cell.

When reading zero in the worst case, each of the many unselected cell followers will steal
slightly different amounts of bit line current due to the distributed nature of the bit line
resistance. Figure 4-4 attempts to make this effect more clear. The bit line resistance can
be divided intd\ — 1 equal pieces and therefore the potential difference between the emit-
ters of adjacent cell followers is simglyg Rrg /(N — 1), assuming that essentially all of

the bit line current flows througQ2 (Izero = Irgy). It follows that the current ratio
between adjacent devices is

- I R
RBL™RBL
N-1 Wherep = ———— 4-5
oN-1 wherep vy (4-5)
and thus the total current through unselected deViggss, iS given by:
N-2 ~"P
- N-1
lunsel = 1o Z e (4-6)
n=0

wherelg is the current through the bottom unselected cell. By solving the geometric series,
and folding the result back into Equation (4-2), while noticing that B¢, and the
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emitter resistance of the sense deWRgg,ie/W carry nearlygg|, the equation for read-
ing zero becomes

| -p
Zero l1-e
VBitLineRef” VRWL(Loy = V7In g (S 0)WJ -p
er
O 1-eN7t

R_ .
Emitter
*lrpL(RreL t —yw )

OoOooOo O

(4-7)

While it appears that the swing has grownl gy Rrg|, the solution of the geometric
series (which appears in square brackets above) is a smaller quantity than the value it
replacesN — 1, from Equation (4-2)). This leads to the comparison of required word line
swings VrwL (High)— VRwL(Low) between the two sense device placements that is shown

in Figure 4-5. When the sense device is near the bit line current source, the required swing
varies linearly with the bit line resistance to mainigjpe as was mentioned above. With

the sense device at the opposite end, the increase in swing with resistance is reduced, so
this placement is preferred. The figure assumes th@r.8chnology of Chapter 1,
which delivers 64-cell bit lines that are approximately 3}5@0ong, and assumes that
loneis 10% and zq,q is 90% oflgg,. With a bit line resistivity of 509/C1, a required

word line swing of 400mV is predicted, with the bit line reference 230mV down from
VRwL(High) As the following section shows, a 550-mV swing is required in the presence
of supply noise.

4.2.3 Data-dependent Supply Noise

Electronic noise coupled onto the bit lines from the power supplies degrades the static
sense ratios. Most SRAMs reduce the effects of supply noise by using differential signal-
ling techniques that attempt to make the noise look common mode. A fully-differential
CSEA cell does not get much benefit from this technique, since the capacitive power sup-
ply coupling of the bit line is primarily through the base-emitter capacitance of the cell
followers, whose bases are tightly coupled to eitfygf or V¢ (through the read word

line). Hence the noise coupling is strongly dependent on the data stored in the unselected
cells and this coupling does not appear common mode, even with differential bit lines.

It is therefore important to reduce this data-dependent supply noise coupling as much as is
feasible. Since the read word line voltage is strongly tied t¥¢aevoltage (through the
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Figure 4-5 Read Word Line Swing Variation

diode decoder and the Darlington driver) &iillineRef may be constructed to travl¢c

as well, noise suppression is best obtained by making the bit line voltage as strongly cou-
pled to Vcc as possible (and therefore as weakly couple¥dp as possible). One
approach is to add capacitance from the bit lin€dg, thereby increasing the coupling;
unfortunately, the amount of capacitance required to have a substantial effect on the cou-
pling is large (because the base-emitter capacitance is such a high fraction of the total bit
line capacitance) so this approach will substantially slow the bit lines. An alternative is to
decouple the substrate and the negative supply for the memory arrayégfgpthe on-

chip Vgggenerator of Section 3.5 creates a substrate and negative supply voltage that has
stronger coupling t¥cc thanVege. While such a technique reduces the magnitudg-pf

related noise pulses, it does not eliminate them, so the effects of supply noise must still be
estimated.

Because the only paths ¥:g in a traditional ECL circuit are through static current
sources, the amount Wfg noise generated on chip in such an ECL system is very small.
In order to quantify the amount of externally-generateg noise, a model may be readily
built for the power supply networks that takes into account package lead inductance,
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4.2.3 Data-dependent Supply Noise

supply network resistance, and the array capacitance between the supplies. This network
low-pass filters incoming noise edges, limiting the edge rate (i.e. the maximum dV/dt) that
the internalVegg supply will experience given an external step input. For large CSEA
memories (larger than 64K-bits) circuit simulation indicates that the practical maximum
edge rates are a few tenths of a volt per nanosecond. A CSEA memory udiggdbe-

erator of Section 3.5 does create its own internal supply noise as the pulsed current
sources fire, but Chapter 3 shows that the generator limits the edge rates to roughly
100mV/ns, which is less than the edge rate of externally-generated noise. The rest of this
chapter refers to the negative voltage supply, which connects to the subsWate, Tdee
analysis that follows is equally applicable to a system witgggenerator.

Assuming the bit line reference voltage does not respond substantigy twise, it is
reasonable to amend the static sensing equations (Equation (4-4) and Equation (4-7)) to
include noise-related terms. As Section 4.2.4 shows, the analysis is accurate as long as the
reference responds less than the bit line itself, which is readily accomplished. The supply
noise that couples onto the bit lines affects the sensed currggg ounces downward

(away fromV ) while the selected cell stores zero, the bit line will follow downward as
well, increasing the base-emitter voltage on the sense device and thereby increasing the
sensed current; in this case there is no margin degradation whatsoever, provided that the
transient response does not substantially overshoot. Similarpy:thounces up while the
selected cell stores one the sensed current decreases so the margin is not affected. The two
complementary situations cause sensing problems.

When Ve bounces up and the selected cell stores zero, the bit line tries to rise. The
injected charge may be simply modeled as a constant current source eqdgi/tli d

times the coupling capacitance. This injected current subtracts directly from the bit line
current, and hence decreases the amount of current available to sense; the magnitude of
this decrease is independent of ¥igy ineref— VRwL(Low)ValUe, so increasing the word

line swing does not help. The simplest option is to insure that the injected current is fairly
small compared with the bit line current to minimize the effects on the sensed current. For-
tunately, this is not difficult because the cell follower in the CSEA cell can supply much
more read current than a 6T CMOS cell of the same size. These high bit line currents are
otherwise needed to support the relatively large bit line voltage swings of single-ended
sensing. The effects of this injected current are also somewhat mitigated by the fact that
the case with the lowest static sense ratios (all unselected cells store one) has the least
capacitive coupling t&gg and hence the lowest injected current. Similarly, when unse-
lected cells store zero the static sense ratio is largest while the injected current is largest.
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4.2.3 Data-dependent Supply Noise

As a result, circuit simulations indicate that the minimum sensed current when reading
zero in the presence of noise is, in the end, not very data dependent.

For the 64-cell bit lines of the previous section, the worst-case bit line coupMag: ie

about 700fF, of which approximately 400fF arises from the base-emitter junction capaci-
tance of the unselected cell followers and the rest comes from the bit line wires and access
circuits. Thus, no more than 20% of the {B®-bit line current is lost as long as the sup-

ply noise is slower than 300mV/ns. This current loss is easily mirrored in the sense ampli-
fier reference circuitry (as is shown later), so the major effect of such a loss is simply the
increased time required to discharge the bit line capacitance.

WhenVgg bounces down and the selected cell stores one, the bit line attempts to follow.
In this case the injected charge (which may be converted into a current, as above) adds to
the bit line current and any of this current that makes it into the sense device will affect the
sense ratio. Because the cell follower has a high equivalent base resistance (due to the
“on” resistance oP1), the follower cannot instantly supply the extra current needed to
keep the bit line from falling. As the bit line falls, it brings the follower’s base with it (cou-
pling through the base-emitter capacitance), increasing the current into the base from the
read word line. Eventually this current raises the base back to the level required to stati-
cally supply the extra current. In other words, the impedance looking into the emitter of
the cell follower Q1) has an inductive component, so the bit line will temporarily drop
more than a static analysis would suggest. YRg_(High) — VBitLineRef Value may be
increased by the maximum drop in the bit line to re-establish the sense current ratio from
Equation (4-4). Using an equivalent small-signal model for the cell follower, a simple
RLC circuit may be constructed to compute this drop as:

1 T — atan(-a)
_ O] ~eqQ O o
Vbrop = 8lrBL| Reg * g/@me (4-8)

where

4L
EQ  _,

RBLNEQ

(4-9)
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4.2.3 Data-dependent Supply Noise

andAlgp is the worst-case injected current (all unselected cells store Rgig)is the
resistance seen looking into the emitter of the cell follower{H1)+ Rp1/B), Im(Q1)is

the transconductance QfL (Irg/V7), Leq isTERp1, Tr is the forward transit time of the

cell follower, andCrg, is the total bit line capacitance. For the 64-cell bit line design, a
read word line swing increase of 120mV is sufficient to maintain the static current sense
ratio with 300mV/ns oVgg supply noise.

The size of the drop is strongly dependentRp3, as shown in Figure 4-6. The figure
depicts both the overall drop and the portion of the drop diézig Req. The exponen-

tial term from Equation (4-8) has a large effect\gs},, only for small values oRp;.

Above 5KQ, Vpyqp is primarily dependent on th:=g and square root terms. Minimizing

Rpj can greatly improve the noise response, but this requires increasing the gate width of
P1, which reduces the memory density. Circuit simulation confirms the results of these
equations, and indicate robust sensing, given a low-noise bit line reference. Designing this
reference is the topic of the next section.
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4.2.4 Bit Line Reference Design

4.2.4 Bit Line Reference Design

The desired bit line reference voltage is specified by Equation (4-4), Equation (4-7), and
Equation (4-8). Assuming that the current sources are designed to provide voltage swings
that are proportional to absolute temperat®®A(), this bit line reference may be simply
generated as a PTAT drop from the selected read word line potential (as in [49]) if the
components of these equations are roughly PTAT. The logarithmic termsviwitiulti-

pliers) are certainly PTAT, and thgg terms are nearly PTAT, assuming the process’
resistors do not forclgyg| to decrease with increasing temperature.

Section 4.2.3 stipulates that the bit line reference should not respbfg twise; this is
extremely difficult to accomplish due to the large base-emitter capacitance of this refer-
ence to the many unselected and noise-sensitive bit lines. However, as long as the bit line
reference moves less than (and in the same direction as) the selected bit line, the sensed
current is not adversely affected. Unlike the bit liigifl.ineRef should be a static value,

so adding coupling capacitance does not delay the access. Greatly increasing the refer-
ence’s coupling t&¥cc by adding PMOS capacitance until the worst-case bounce is within
the desired range eliminat8siLineRef noise problems. In practice this solution is not
expensive in terms of area, since PMOS gate capacitances tend to be higher than bipolar
base-collector and base-emitter capacitances per unit area. The additional capacitors may
be laid out with the sense devices. For the 64-cell bit line design these PMOS devices
occupy 6pm tall patches of otherwise empty area under the bit line reference wire and
between the sense devices across the full width of the die.

The resulting bit line circuits provide very robust current input into the rest of the sense
network. The next section discusses column multiplexing circuitry that rapidly steers the
sense current into a shared sense amplifier, and circuitry to deliver a sense amplifier refer-
ence signal that makes the single-ended sense path highly insensitive to supply noise.

4.3 Two-level Cascode Sense Amplifier

The sense amplifier of a CSEA memory must convert the collector current of the bit line
sense device into standard ECL voltage levels. Converting the collector current to a volt-
age could be trivially accomplished by connecting each sense device collebgr to
through a resistor. Since the resulting voltage is not at standard levels, the sensed voltage is
compared against a reference using a differential pair to generate the output voltage. While
the preceding circuitry rapidly generates the sense output, it is typically too expensive in
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4.3.1 Sense Reference Design

terms of area and power to replicate the sense amplifier on a per bit line basis. Further-
more, this circuitry does not address the multiplexing of the sensed data to the outputs.

Because unselected CSEA bit lines have virtually no current in their sense devices, multi-
ple bit lines may share a sense amplifier by simply connecting the sense device collectors
to one another. Such an arrangement is very effective at multiplexing among the different
bit lines to choose the active one, since it requires no active circuitry. The principal draw-
back to performing all the required column multiplexing by connecting collectors is that
the capacitance on the shared node increases and tiRG tleday on this node becomes
prohibitive.

Many bipolar memories insert a cascode device between the sense resistor and the highly
capacitive shared collector node to improve the sensing speed by reducing the loading on
the resistor while reducing the required voltage swing on the shared node [16], as depicted
in Figure 4-2. The cascode device isolates the resistor from the shared capacitance, and the
current through the cascode changes exponentially with voltage changes on the shared
node. Thus, the swing on the shared node is greatly reduced, so the time required for the
sense current to charge the capacitance is reduced and therefore the sensing speed is
improved.

Good cascode design for large memories needs to address factors that degrade the perfor-
mance of real circuits: noise injection and parasitic wire resistance. The next section
describes how to design a cascode network that provides excellent noise immunity and is
followed by a two-level cascode design that reduces the effect of wire resistance.

4.3.1 Sense Reference Design

The sense amplifier compares the level-shifted sense resistor voltage to the sense amplifier
referenceSenseRef, to determine the output data. The goal of the reference generator is
to keepSenseRef halfway betweerSenseOut’s high (i.e. one) and low (zero) levels
independent of process, temperature, and supply variations. A traditional way to track
such environmental variation is by using a replica of the circuit whose behavior is to be
matched in the generator. However, in this case a single replica will not work, because the
required output is the average of the one and zero levels; it is extremely difficult to gener-
ate a bit line sense current midway between the two levels, due to the grossly different
effects of supply noise on bit lines reading one versus those reading zero. A superior solu-
tion is to use two replicas that each mimic reading one of the values, and average their out-
puts. Fortunately, the averaging is simply accomplished, as shown in Figure 4-7, by
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summing the replica currents across parallel sense resistors. The reseitsaiRef has
the desired voltage behavior, and has low area and power overhead.

gRSense gRSense
I/T SenseRef

CascodeRef I/T

e 0 o ® 0 o
BitLineRef

CSEA 4 CSEA 4
Cell Cell
All o All o
Cells e | Mimics Cells e | Mimics
Store o | Reading Store | Reading
° I Zero ° I One
Zero One
CSEA CSEA
Cell Cell
Reference
Select
| RBL | RBL

Figure 4-7 Sense Amplifier Reference Circuit

The replica circuits generate the average of reading one and zero for the following rea-
sons. Currents that are the same between the two cases generate the same drop on the ref-
erence as on the actual sense resistor, while those that differ (like the bit line current when
reading zero) show up as half their normal effect. This circuit helps cancel cascode noise
effects, since the reference circuit’'s cascode networks behave like the read data’s network.

Since these reference sense networks should run the full width of the die for accurate
tracking, the replica bit lines may be readily reproduced on a per bank basis, with only the
selected bank pullinggg, from its replicas. In this way the reference may also compen-
sate for local supply andr\y(High)variations. The effects of unselected bit lines on the
replica network are mimicked by distributing dummy sense devices along the shared cas-
code nodes that have their emitters tieBitbineRef. The net result is to produce a well-
centered reference that may be simply compared to the associated outputs from the data
sense networks using a simple differential pair. The resulting sense data output has noise
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margins similar to differential sense schemes while maintaining the memory density
advantages of a single read bit line per CSEA cell, since the area penalty of a pair of rep-
lica bit lines per bank is only 1% for 256-cell word lines. The power penalty is also small,
since it is just the power required to sense two additional bit lines.

4.3.2 Two-level Cascode Network

The simple cascode sense amplifier performs very well with a few tens of bit lines per
sense amplifier; for large memories with narrow access widths, substantially more column
multiplexing is needed. For instance, a 256-kb memory with 64 cells per bit line has 4096
bit lines, so if the memory has an access (word) width of four bits then each sense path
requires a 1024-input multiplexer. As the number of bit lines sharing a sense amplifier
increases, the delay at the shared collector node increases as well; not only does the num-
ber of collectors (and hence the parasitic capacitance) increase but also parasitic resistance
in the wire connecting the collectors increases the voltage swing on the node. Substantial
resistance of the connecting wire adds distribiR€ddelay to the cascode sensing time.

For instance, a 256-input sense amplifier whose connecting wire runs the length of a die
has about 0.5ns &Cdelay.

A second level of cascoding may be added to reduce this delay. As depicted in Figure 4-8,
the bit line sense currents sum in a tree fashion, first locally through one cascode device
and then globally through a second. This arrangement greatly reduces the capacitance on
the shared global sense wire, which has substantial series resistance (approxim@tely 200
for a 256-kb design), while reducing both the capacitance and the resistance of the local
sense wires. Hence the overall sensing delay is substantially reduced both because of the
reduction in the distribute@RC delay and because the total capacitance to charge is
reduced by isolating most of the unselected bit line sense devices behind the first-level
cascodes.

The weak current sourch {54 in the figure prevents first-level cascode devices attached

to only unselected bit lines from turning off and thereby increasing the voltage swing
required to reselect them. As long as the sum of all of these current sources is small com-
pared with the maximum sensed current (approximéagly), the required swing across

the sense resistor is not substantially increased. These sources and the rest of the two-level
cascode network must be implemented in both the data sense paths and the sense reference
replica paths in order to guarantee good reference matching. The two-level cascode sense
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Figure 4-8 A Two-Level Cascode Sense Amplifier
amplifier delivers excellent sensing performance it the base voltages of the cascode
devices respond adequately to supply noise. This is the topic of the next subsection.

4.3.3 Cascode Reference Design

The reference voltages for the cascode network must be carefully designed to avoid device
saturation and respond well to supply noise. Sinc¥ghg_(HighyPotential is two fulMgg

levels belowVc and theVgj inerefPotential is about one-halfge below thatClampl

and Clamp2 may be set atMcc — 1.5Vgg) and V¢ — 0.5Vgp), respectively, to keep

them and the bit line sense devices out of saturation. This arrangement, however, limits
the swing on the sense resistor; becausg ghgsources pull a constant current from this
resistor, substantially less thaWgg of swing is left over, even if the top cascode device is
operated in soft saturation. The resulting swing may not provide enough noise margin nor
allow enough room for increasing swings with temperature. Alternatively, the cascode
potentials may be lowered somewhat; the bit line sense and both cascode devices will then
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operate in “soft” saturation (i.e. with their base-collector junctions slightly forward
biased), increasing the available swing for the sense resistor. This latter solution requires
careful worst-case design to limit the maximum base-collector biases to prevent access
time degradation from charge storage in this junction and latch-up from excess current
injected into the substrate.

Design of the cascode references must also consider electronic supply noise. With the high
current gains provided by cascode sensing, a downward bukjg:ircoupled onto the
emitters of the cascodes, could overwhelm the current being sensed. With two-level cas-
code sensing, the major source of noise currents are the first-level cascodes that have only
unselected bit lines, since there are many more unselected cascodes and thus more poten-
tial noise current sources. Reducing the percentage couphfg-tof the sensitive nodes

is clearly desirable, but only the wire capacitances (which may be route¥gveon-

nected material rather than tiiee-connected substrate) may be couple¥de without

penalty; this is sufficient for the second-level cascode device, whose emitter capacitance is
largely wire. ExplicitVcc capacitance may be added to the emitter nodes of the first-level
cascodes, but is undesirable because it slows the sensing speed. Simulations indicate that
making the first-level cascode’s base (C&mpl) coarsely track the voltage response of

an “unselected” first-level cascode’s emitter (via a replica network) greatly improves the
noise response.

If Clampl exactly tracked the emitter response of unselected first-level cascode transis-
tors, then theiVgg would not change so they would pull no noise current from the sec-
ond-level cascode device. The reference generator of Figure 4-9 @kakegl nearly

match the behavior of unselected cascode emitters. The circuit employs a replica first-
level cascode circuit, with diode-connected BJTs in place of the cascode stack. Although
the current through the pull-up resistor changes as the replica emitter node,
CascodeMatch, responds to supply noise, the current difference is small enough that the
response is not greatly altered. Becdyggyis small, it is poorly suited for directly driv-

ing the generator output, so emitter follow@t buffers the replica emitter value, which is
then level-shifted up to drive the output. Sir@lampl is generated by botizg andIR

drops, it is simple to mak€lampl track level and swing variations with temperature.
This reference generator keeps the two-level cascode sense amplifier largely insensitive to
supply noise.
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4.3.4 Results

In order to assess the performance offered by the techniques described thus far this chap-
ter, a circuit model for the sense path of a 84KCSEA memory is simulated to deter-

mine its access time under transient supply variation. The stimulus is a diode decoder with
switched PMOS load, which drives a Darlington word line driver and delivers a 550-mV
read word line swing, as determined in Section 4.2.3. In order to simulate the effects of
random supply noise, #300-mV/nsVgg voltage pulse is moved in time relative to the
stimulus to determine the position in which the noise most delays the access.

Figure 4-10 shows the worst-case access, where a —300-MM¢m®ise pulse start 0.1ns
before the word lines cross. The figure depicts a transition from reading a cell storing zero
to a cell storing one. From the figure, the effects of the noise pulse are clearly evident in
the sensed data valuBgnseOut) and the sense amplifier referen&eriseRef). The

access penalty due to the noise source is only 0.25ns, which is 18% of the total delay from
the word line crossinBitLineRef to the sense amplifier outputs resolving. With such per-
formance, it is clear one may construct CSEA SRAMSs that retain their speed advantages
in the face of supply noise.

A principal component of the sense delay for this bit line sense method is the time

required to charge and discharge the bit lines. Switching from reading zero to reading one
on an active bit line has the longest delay because the cell follower does not turn on until
the read word line rises froMrw (Low)t0 VitLineref The actual delay is lengthened by
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Figure 4-10 Sense Path Performance with Supply Noise

the RCtime constant that results from the resistand@loand the effective base capaci-
tance ofQ1. This path is slower than the one-zero transition by approximately 0.3ns. The
next section introduces a new sensing method that reduces this delay by beginning each
access with the word line level equal to the bit line reference, which minimizes the bit line
voltage change required to resolve the access and thus improves the delay.

4.4 Pulsed Sensing

Chapter 3 describes the use of pulsed circuit techniques to reduce the delay and power dis-
sipation of low-swing decoders. This section applies the pulsed current sources and
switched PMOS loads of Chapter 3 to the sense path of a CSEA memory, thereby deliver-
ing similar performance gains. As in the decoders, the ability to begin each access in a
known state (and thus tailor the selection and reset waveforms on each node) provides the
basis for delay reduction. In particular, by resetting the bit line to a lower voltage and then
pulsing both the word line and the bit line reference, the sensed current resolves more
quickly than in the sensing method of Section 4.3.
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Pulsed techniques also save power by only activating current sources when a signal could
transition. Such savings are especially important for wide access width memories, which
read more bits at once and therefore use more sensing power. While their power dissipa-
tion may be higher than narrow width SRAMs, wide-word memories are typically faster
because they require less column multiplexing. Because key circuit techniques of the sec-
tion require per word overhead, the control complexity and power, and the memory den-
sity, of such circuits are minimized for wide-word CSEA memories. This section opens
with a discussion of the basic pulsed bit line circuits, continues with peripheral and refer-
ence circuitry that support the bit lines, and closes with simulation results that quantify the
performance advantage of pulsed CSEA sensing.

4.4.1 Theory of Operation

With pulsed signalling the differential pair formed®@¢ and the sense device can be reset

to levels that minimize the sensing delay by reducing the voltage change both on the bit
line and on the internal cell node that is required to switch the bit line current. The simpli-
fied differential pair of Figure 4-11, switches the fastest if the input is reset to the reference
potential, becauskyp, is steered to one side or the other as soon as the input begins to
transition. The CSEA sense situation is more complicated, due to theMextrh) (unse-

lected cell followers on the bit line. If all the word lines are res®gjQineres the rising
selected word line will rapidly steer the bit line current away from the sense device if the
selected cell stores one. However, when the selected cell stores zero, the unselected cells
that store one become important. In order to let the sense device steer the bit line current,
the unselected word lines must therefore fall fNq ineRrer

/(7\ I Sense

ReadWordLine Q, Q2 BitLineRef

N L1
@ - l CraL

Figure 4-11 Oversimplified Bit Line Sense Model

While this arrangement delivers very fast access, it is completely impractical because it
forces all of the read word lines in a bank to transition, which requires too much power. If
the access begins with all word lines d@itlineRef reset toVgyy (Low) and the selected
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4.4.1 Theory of Operation

word line rises toVryy(High) While the reference rises dgi ineret @n equivalent
arrangement results. At reset, the “differential pair” is at its trip point, and the difference
between the currents quickly resolves as the inputs transition. Figure 4-12 compares ideal-
ized switching waveforms for the sense method of Section 4.2 to the new method pro-
posed here. The figure shows that the new pulsed method develops differences between
the base voltages as soon as the signals begin to transition, while the original method does
not resolve until the word line crossésii ineref All the signals complete their transitions

in equivalent places, so both methods deliver equivalent noise margins.

Selected Word Line

VRWL High Unselected Word Line
(High) Pulsed BitLineRef
VBitLineRef

VRWL(Low)

WordLine - BitLineRef
Traditional Read One
Traditional Read Zero
Pulsed Read One
Pulsed Read Zero

VRWL(High) - VBitLineRef

VRWL(Low) - VBitLineRef

Time

Figure 4-12 Comparison of Switching Waveforms

The preceding discussion ignores the reset level of the bit line and the granularity of the
bit line reference. The bit line reset level is determined by speed versus power and noise
margin considerations. The access time is improved with lower reset levels, since both the
bit line reference device and the cell follower turn on earlier as the reset level decreases.
Ideally, the bit line should reset Mgy (Low)— VBe: However, low reset levels imply
higher power, because both the selected and unselected bit lines in a bank rise to
VrRwL (High)— VBE If their cells on the selected word line store one, and discharging these
bit lines to the reset level can require more power than is saved by using pulsed signalling.
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Furthermore, low reset levels increase the unselected bit line sensitivity to supply noise,
since drops in supply levels could cause the bit lines to fall enough to turn on their sense
device. Another problem with low reset levels involves variation in the word line rise
times due to differences in loading between word lines connected to cells that store mostly
one or zero; cells that store one impose a higher load due to the base charge required by
the cell follower to charge its bit line. The problem with this variation is the difficulty in
building a bit line reference driver that tracks the variation.

With pulsed signalling, a hybrid solution is possible that provides fast access at reasonable
power. By resetting the bit lines near the active zero level\Mig.ineref— VBE), the

swing on unselected bit lines that store one and the word line loading variation are reduced
to manageable levels. Furthermore, the access delay may be reduced by activating a
pulsed bit line current source and releasing the reset circuitry at the same time the word
line and bit line reference are rising. Because the internal cell voltage lags the word line
level due to the current required to charge the cell follower, there is enough time to par-
tially discharge the bit line before the cell follower turns on. In this way selected bit lines
effectively have a lower reset level, which improves their speed.

With a reset level at approximately the active zero level, unselected bit lines in the
selected bank can couple noise into the sense network if their bit line reference rises
enough to turn on the sense device. For this reason, the bit line reference must be driven
on a per-word basis, so only selected bit lines ever have a rising bit line reference.

4.4.2 Pulsed Bit Line Circuitry

A circuit diagram of such a pulsed bit line appears as Figure 4-13. The bit line circuitry is
somewhat similar to the static case, with a NMOS reset deNiberéplacing the bit line

pull up device and with a pulsed current source replacing the steered bit line current. In the
reset state, all of the read word lines, the bit line reference, and the pulsed current source
control BitLineCS) are low, while the bit line resédjtLineReset, is high sa\1 sets the

bit line to its reset leveBitLineResetRef.

As an access begindl must turn off so that it does not interfere with the access. While
the row decoder raises the selected word line, the column (i.e. word) decoder in each bank
activates the pulsed current sources and the bit line reference for the selected word. The
selected bit lines therefore begin to drop until they are met by either the rising word line (if
their selected cells store one)RitLineRef; in either case the bit lines begin rising, and

the capacitance of the bit lines provides additional loading, and hence additional sense
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Figure 4-13 A Pulsed CSEA Bit Line

current that is steered throu@i or Q2. While the bit lines rise this excess current helps

the sense network resolve its answer more quickly, and allows the size of the pulsed cur-
rent source to be reduced. Once the sensed current resolves, the sense amplifier must latch
the result before the pulsed bit line current turns off, or else the data will be lost.

At the end of the access all of the control signals return to their reset levels, so
BitLineReset turnsN1 back on to reset the bit lines. The sense path thus prepares for its
next access. Simulated waveforms for a single access appear as Figure 4-14. The wave-
forms include two bit lines from the selected word: one that stores zero and one that stores
one.

The BitLineReset signal deserves special mention. Because the reset level of the bit line
is aboutV¢ — 3.5V, BitLineReset only needs to drop this low to turn &l during an
access. This lets tHaitLineReset driver be implemented from bipolar logic, since the
low level does not saturate the current source. A swing of aboy2i$ enough o1,

which only needs to turn on hard enough to reset the bit lines. As the figure shows, the
BitLineReset driver overshoots its DC level, which redudé$’s resistance and thus
speeds the bit line reset. A secditLineReset issue involves the unselected bit lines of
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Figure 4-14 Simulated Pulsed Bit Line Waveforms

the selected bank. Since these bit lines will be pulled up by any selected memory cells that
store one, the reset circuitry should not fight these transitions. For this reason,
BitLineReset should be shared by all the words in a bank, so all bit lines in that bank are
released when any word is accessed.

The cascode sense amplifier is nearly identical to the static sense amplifier of Section 4.3.
In particular, a single-level cascode network is usually sufficient for wide word accesses,
which require less column multiplexing. For instance, a memory with a 64-bit word
requires sixteen times less column multiplexing that a 4-bit access, so the number of col-
lectors on the cascode node of a wide memory is no more that the number of collectors on
the (global) second-level cascode node of the narrow memory.

4.4.3 Peripheral and Reference Circuits

The performance advantages of pulsed sensing are obtained only if peripheral circuits
generate well-timed signals at desired potentials. This subsection describes circuits to
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generate theBitLineRef, BitLineCS, and BitLineReset signals, as well as the
BitLineResetRef reference.

In order to achieve fast sensing with adequate noise maRBjthg)eRef must track the
characteristics of a typical word line, albeit at a lower swing. To accomplish this, one
could build the reference driver using the same circuitry as a word line, with a resistive
voltage divider between the dummy word line level and the low word line level to accom-
plish the amplitude reduction. Unfortunately, the resistive divider alters the characteristics
of the resultingBitLineRef: if the resistors are large then there is delay in the rising wave-
form that delays the access, and if the resistance is reduced then the current through the
resistors alters the shape of the dummy word line swing, which ruins its tracking.

Alternatively, theBitLineRef driver of Figure 4-15 utilizes a dummy word line (with all

cells storing zero) and the same ba&$@Rgate and discharge circuitry as in the word line
decoder and driver, with one exception: since not all of the inputs will be needed to select
the desired word from the row, the bank current source selection BagmebelQ may be

used to dynamically pull a fraction of the decoder current from the gate load even when
the gate is selected, thus constraining the high level @ithmeRef signal. Because the
switched PMOS load is nonlinear, the output swing ratio ofBitleneRef driver to a

word line driver is not simply the current ratio. Furthermore, the low current density in
unselected (low) word line drivers requires that the gate output rise before the Darlington
devices turn on enough to charge their loads; this rise is subtracted from the output swings
of both a word line driver and thgitLineRef driver. Therefore, detailed circuit simula-

tions must be performed to select the proper fraction of the decoder current to switch in
when theBitLineRef driver is active; for the 0.8m technology describe in this thesis,

40% gives both fast access and good noise margin over process and temperature varia-
tions. Since this scheme requires one dummy word line (for loading) for each word in a
row, the area penalty is smallest for wide word widths.

The BitLineCS driver may be constructed from another pulBK9R gate to ensure its

time correlation with the other active signals. As shown in Figure 4-16, the output uses a
simpleL3 driver from Section 3.5. The extra output is used to generate a wired-or signal
that controls per bank pulsed current sources, such as thatBitLiheReset driver and

on the sense amplifier latch.

TheBitLineReset driver is very simple; since it operates on a per bank basis and is high
in the reset state all that is required is a simple resistive load BadkSelQ-pulsed
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current source, with a pulsed emitter follower output. The output current is controlled by
the OR of theBitLineCS signals for the bank so that tBé&LineReset signal has similar
timing. With a 2.5Vgg swing on the resistor thgitLineReset level isVee — 3.5VgE,

which is enough to turn off the reset devices. The delay associated with discharging
BitLineReset is not critical because the current available from the reset devices is sub-
stantially smaller than the pulsed bit line current, so the delay does not increase much if
BitLineReset is a little late.

The desired bit line reset value is defined relativédg, since it involves signals gener-

ated from that supply, but with an on-chigggenerator the difference between the reset
value andvggis well specified, so the reset references may be defined relative to which-
ever supply makes the design simpler. Because the predominate dynamic current required
to reset the bit lines comes from discharging unselected bit lines where the selected cell
stores oneBitLineResetRef must be able to supply large discharge currents and it is
therefore convenient to givgitLineResetRef a diode-like characteristic; as Figure 4-17
shows, this is readily accomplished usingsg multiplier circuit to build a programmable

diode of the desire value.

ém Eb—_q 10;/CC
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'\] BitLineResetRef

Vae
1 Multiplier

b Rl

Figure 4-17 Pulsed Bit Line Reset Reference

Q2 supplies leakage current to prevent inactive bit lines from drooping and the current
required to keep thégg multiplier looking like a diode; it does not need much active cur-
rent because the operation of the bit line prevents it from ending an access much below
BitLineResetRef. Since it’'s primary output is a current whose value should be controlled

to limit the inactive bit line current€)2’s base is generated using the simple current
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mirror-based feedback circuit shown in the figure. To minimize the power dissipation, the
reference divides the follower current by 100; the static current source supplies twice this
current to compensate for the base current of the follower. The large capacitance slows
down the voltage response of the base to current spikes, since the output voltage should be
based on long-term average currents. Note that the resulting base potential is determined
entirely by the leakage current required by the bit lines and the static cur@hi so
BitLineResetRef is truly determined by thégg multiplier.

The sense amplifier reference may be constructed as in Section 4.3.1, with two reference
columns (one mimicking reading one and the other zero) per word. Simulations indicate
that the reference behavior more closely tracks the worst-case bit lines when the data val-
ues on the reference lines are interleaved (i.e. each reference line stores half ones and half
zeroes, but the two lines always store opposite values on any give word line).

4.4.4 Results

A simulation model of one bank in such a pulsed bit line CSEA SRAM was constructed to
estimate its performance. With 64-bit words, 256 cells per word line, and 64 cells per bit
line (i.e. the same bank parameters as in the previous section) plus four dummy word lines
per bank for the pulse bit line reference circuits, the sensed bit line currents cross their ref-
erence values about 1.0ns after the decoder inputs transition. The slowest read access is
reading zero from a bit line that stores ones in all other cells (due to increased base-emitter
capacitance) on a word line where all other cells store one (since ones require charging the
cell follower’s base-emitter junction). This access is depicted in Figure 4-14. The current
through the bit line sense device crosses that of the replica bit line’s reference only 0.35ns
after the selected word line reaches midway, which is much less than the 0.85-ns delay for
the original static bit line sensing technique.

The pulsed sense path is more robust than the static path with respect to supply noise.
While the static bit line current is reduced by roughly half, the pulsed bit line reference and
word line signals deliver dynamic sensed currents during the signal transitions that nearly
equal the static bit line current of Section 4.3. Since the currents are nearly equal when the
signals are most vulnerable to supply noise, the delay caused by a certain amount of supply
noise is similar. However, the on-ch¥gggenerator, which makes effective use of the
decoupling capacitance of the memory arrays, limits the maxiMggedge rates to
roughly one quarter of the 300mV/ns rates simulated in the previous section. Thus, the
pulsed path has nearly the same sensitivity to supply noise, but less noise to deal with.
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Pulsed decoding and sensing are able to substantially reduce the access time of a CSEA
SRAM. However, the performance of a CSEA memory can be limited by the delay in its
write path. The next section focuses on ensuring that memory writes do not limit the
achievable cycle time.

4.5 CSEA Writing Techniques

The read port of the CSEA memory cell permits the construction of very fast SRAMs with
only low-swing signals in the read access path. However, the write port requires large
swings on its write word line and write bit line in order to successfully overpower the
CMOS latch that forms the storage element. Thus, some sort of level conversion is
required. A low-power word line level converter suitable for this purpose is discussed in
Section 3.6. Similar converters may be readily constructed to provide large-swing bit line
signals as well.

The principal other challenge is to rapidly write the CSEA cell through its single access
device while not writing unselected cells on the selected write word line. The next section
discusses this issue in more detail, while Section 4.5.2 proposes an effective way to deal
with the challenge by avoiding partial write selection altogether.

4.5.1 Single-ended Versus Differential Cell Writing Issues

The traditional 6T CMOS memory cell of Section 2.2.1 is written through two NMOS
access devices, each of which is connected to one of the differential bit lines. In order to
write the cell, the access transistor on the side of the cell that needs to drop overpowers the
PMOS pull-up device, discharging the internal cell node until reaching the switching point
of the other inverter in the cell. Once the switching point is reached, the positive feedback
of the cell storage latch completes the change in state. To accomplish this, the bit line on
the discharging side of the cell is driven low to provide the discharge current, while the
other bit line is held at a relatively high level to minimize any effects from this opposing
bit line. Because the write access width is typically smaller than the number of cells on
each word line, there are usually cells on the selected word line that should not be written.
Avoiding suchwrite disturbancdor the 6T cell simply requires keeping both cell bit lines

at a high enough value that they cannot supply enough current to flip the cell; because
these bit lines are used for both writing and reading the cell, the starting value for reading
is chosen to be this “safe” level so that inactive bit lines do not need to transition between
read and write accesses.
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The CSEA memory cell (see Figure 4-1) has only one write access tvaad thus its
write bit line typically must perform three functions:

. Writing one — Sincé\3 is connected to the complemented side of the cell, a cell
value of one implies a low voltage at the access device so to write one the bit line
must be low enough for the access device to overpower the weaker PMOS pull-
up transistoP2.

. Writing zero — In a similar way, writing zero requires that the access device over-
power the NMOS pull-down devidé2, so the bit line must be high.

. Avoiding write disturbance — For unselected cells on the selected word line, the
bit line must be high enough not to overpowe;, and low enough not to over-
powerN2.

The width ofN3 should be larger thad2 so that there is adequate noise margin in writing
zero, especially since NMOS transistors pull down better than up; this makes it much eas-
ier to write one, thus raising the bit line voltages at which ones may be written. Unfortu-
nately, this reduces the voltage range where writes will not occur, increasing concerns
about write disturbance. By reducing the switching point oNthé1 inverter, the width

of N3 may be reduced since writing zero becomes simpler.

In his thesis, Yang [49] discusses these issues in great detail and describes a method to size
all of the cell transistors to provide both robust writes and minimal disturbance to unse-
lected cells. However, the resulting transistor sizes are mostly non-minimum, and there-
fore the CSEA cell area increases. Furthermore, while the resulting static noise margins
are large enough to be safe, they are not so large that writes occur very quickly. In other
words, N3 is not large enough that its current easily overpowers thidRpso writing

zero takes much longer than on a 6T cell. Finally, driving three-level write bit lines is dif-
ficult, so the bit line control circuits tend to require more delay than those for differential
writes.

An alternative would be to add an additional NMOS device to the CSEA cell, which
would allow differential writing. This solution, however, increases cell area, primarily by
requiring an extra write bit line that must contact each cell. Because memory density is a
critical component of overall SRAM performance, there is room only for a single write bit
line in a high-performance CSEA design.
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4.5.2 Local Word Line Qualification

The performance issues associated with three-level CSEA write bit lines, namely cell den-
sity and write time penalties, are so severe that one should consider the system-level envi-
ronment to provide a workable solution. Since most RAMs (and certainly all on-board
caches for microprocessors) access multiple bits at a time, the write disturbance problem
may be avoided entirely by doing a full X-Y select on the addressed word; if the unse-
lected words on the selected row do not have a high write word line, the bit lines require
only two levels.

A simple circuit to perform this write qualification is shown in Figure 4-18. It is essen-
tially identical to the local word line driver used in many CMOS SRAMs that employ
divided word line techniques [14] (see Section 2.2.3). Note that the global write word line
is active low, but neither the extra gate that drives the global word line nor the qualifica-
tion gate should add much delay since the existing buffer stages are already heavily
loaded, and therefore proper buffer tapering absorbs the delay. The other input to this cir-
cuit is a full-swing column select signal, which is produced much like the write word line.
The circuit consists of aAND gate that looks like a CMOS inverter with the global word

line as its input and the column select line as its positive supply. The loading of these gates
on the column select line is comparable to the loading of the write bit lines, which are also
driven by the column decoder, so the delay times should be similar.
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Figure 4-18 Write Qualification Circuit
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Since each such gate drives multiple cells (i.e. the access width), the area penalty of the
local word line drivers is amortized across the access width; for a 4-bit wide CSEA design
the cell array area increased only 16% to accommodate the drivers (see Section 5.1). The
area penalty drops substantially for larger widths, since the area penalty for splitting the
memory array is much larger than the penalty for increased driver width as the word width
grows. The addition of the global write word line does not increase the cell area, since it
replaces the metal wire that would run over the higher resistivity polysilicon word line to
improve theRCword line delay in a conventional design.

The overall write performance of such a design is quite good. With local word line qualifi-
cation, write disturbance ceases to be an issue, so the cell may use minimum-sized devices
for N1, N2, andP2; P1 is typically larger to reduce the effective base resistan€glof

and thereby reduce the base-charging dé&l&yshould be large enough to easily over-
powerN2, and thus quickly flip the cell. Thus, word line qualification permits the use of
dense CSEA cells that write quickly, at very modest area penalty and without the use of
fancy three-level bit line drivers.

Furthermore, the use of the low-power level converter further improves write perfor-
mance. By adopting similar level converters for the write word line, column select, and
write bit line paths, all the signals that accomplish a write have similar delays. With nearly
equal delays and active times, the write path can accomydigh pipelinedvrites, where

the current write need not finish before the next read or write cycle may begin. This is pos-
sible because of the independent read and write ports of the CSEA memory cell. With this
capability, the delay requirements of the write path may be somewhat relaxed, since the
overall SRAM may then have a cycle time that is shorter than the actual write path delay.
The word line level converter and the local word line qualification circuit thus prevent
write delays from limiting the cycle time of CSEA memories.

4.6 Summary

Sensitivity of the single-ended read bit line of the CSEA memory cell to electronic supply
noise has been considered a significant barrier to the construction of robust CSEA
SRAMs. This chapter shows that electronic supply noise need not limit the performance of
such memories. It describes techniques that can robustly sense and amplify the data stored
within a CSEA cell with very low delay. Because of the high read current of a CSEA cell,
the bit lines are fairly tolerant of capacitive coupling from the power supplies. The
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two-level cascode sense amplifier and replica bit line circuits of Section 4.3 provide quick
access for large CSEA memories while maintaining good noise immunity. Section 4.4
describes the application of pulsed circuit techniques to the sense path, and the perfor-
mance gains that may be obtained.

This chapter also discusses issues associated with the write path of CSEA memories. The
problems with single-ended writing, namely fancy three-level write bit lines, skewed cell
device ratios that decrease memory density, and slow write times, which all arise from
avoiding write disturbance, are described and then eliminated. Using a simple word line
gualification gate borrowed from divided word line memories, only the cells to be written
are connected to an active write word line, thus removing concerns about disturbing unse-
lected cells on the selected word line.

In combination with the decoding techniques of Chapter 3, the sense and write techniques
of this chapter enable the construction of very high performance CSEA memories. The

next chapter explains the results of applying these circuit techniques to high-density, high-

speed, and reasonable power CSEA SRAMs.
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Chapter 5

Results

This thesis has presented a number of new circuit ideas to improve the performance of
various SRAM building blocks. This chapter describes the results of combining these
building blocks to construct CSEA-based SRAM subsystems. The three designs of this
chapter illustrate the system-level performance advantages of the techniques of this thesis.
The designs differ from one another in two important ways. First, the described SRAMs
each have a different target. The first one is a research prototype, built to demonstrate the
feasibility of some core circuits and verify a memory cell design. The second design is a
standard asynchronous SRAM with substantially more design effort invested in process,
temperature, and supply variation considerations and is a more appropriate match for the
technology in terms of die size, memory capacity, access time, and power dissipation. The
third design is a synchronous SRAM subsystem that utilizes the new pulsed ECL circuit
ideas of Chapters 3 and 4 to provide greatly-improved access times. The other major dif-
ference between the designs is the level of design experience. The designs are presented in
chronological order, so the successive designs show an increasing level of design maturity.

All of the designs utilize the 0.8m BICMOS technology discussed in Chapter 1 and used

in examples throughout this thesis. Furthermore, all designs share the same basic cell lay-
out and array sizing, which makes comparisons among the designs simpler. The CSEA
cell occupies 15|4m2, although Section 5.1.1 describes how the same cell could be built

in only 1ZEpm2. The banks each contain 64 rows and 256 columns of memory cells,
although some designs add extra cells to generate the sense amplifier reference. The input
and output buffers, as well as the row decoder, word line driver, column decoder, sense
circuitry, and write circuitry vary between designs.

This chapter begins with a discussion of an experimentak268RAM that was fabri-
cated in 1989. The next section discusses improvements to the basic design required to
produce a higher performance and more robustx@4KERAM. Section 5.3 describes a
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prototype on-chip synchronous SRAM subsystem that delivers significantly faster access
and cycle times at nearly identical power dissipation.

5.1 An Experimental 64K CSEA SRAM

Some of the early circuit ideas from this thesis were successfully integrated in a 64-Kb
CSEA SRAM that was fabricated in 1989. The fabricated die has two significant layout
errors that required post-fabrication modification, as described in Section 5.1.3. Further-
more, the limited available die area forced the design away from its performance target.
With decoding circuits that deliver greater power savings as the number of banks
increases, the power performance of a 64-Kb design with a relatively small number of
banks (since the bank design was optimized for a 256-Kb SRAM) is worse than could be
achieved. However, this SRAM does deliver impressive performance, and it provides both
measured results and extracted design database information that are crucial for the design
of the later SRAMs. This section begins with a description of the cell design, discusses the
chip architecture, and shows the circuits used in the design. It next describes the test and
measurement results, and closes with a description of what key knowledge was gained in
the implementation.

5.1.1 Cell Design

The basic CSEA memory cell schematic, reprinted in Figure 5-1, provides the starting
point for the cell design, which has two interrelated parts: device sizing and physical lay-
out. The two parts are related by the restrictions that layout design rules place on the
device sizes and by the effects of layout parasitics on the cell performance. For ease in
generating design rule-correct layout, all physical layout of the chip was constrained to fit
on a 0.4pm grid, so device sizes were limited to multiples ofud4

The device sizing process began with all minimum devices to minimize total cell area; for
MOSFETs the minimum gatd/L was 1.24m/0.8um, while a minimum bipolar device

had a 1.64mx0.84um emitter area. Device sizes were then increased for three different
reasons:

. P1 grew to reduce its on resistance and thereby reduce the base charging delay
for Q1, which is an important component of the sensing delay.

. N3 grew to make sure it was strong enough to overpdieand thus write zero
into the cell. Since the SRAM uses local write qualification, write disturbance is
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Figure 5-1 Fabricated CSEA Memory Cell

not an issue so there are no constraints other than cell area and bit line capacitance
that limit the maximunW of N3.

. N1 andP2 grew to adjust the switching point of tN&-P1 andN2-P2 inverters
to make it easier to write the cell; this requires less area than simply incfddsing
further due to the extreme aspect ratio of the cell layout.

Figure 5-1 shows the final device widths in microns.

The resulting cell layout is show in Figure 5-2. A key feature of the fabrication technology
that permits a small cell layout is the TiN “local interconnect”, which provides a contact
between the gate polysilicon and the drain diffusion without requiring any contact to the
metal layer. The cell area is further reduced by not including a collector contact in each
cell, by merging the collector and n-well regions, and by merging the base reg)dn of
with the source oP1, as is discussed in Section 4.1. The cell measurqsnizsmut this
relatively large area is partly due to the design grid. The same device sizes may be inte-
grated in only 12|Slm2 if the design grid is relaxed to Quin. This cell size compares quite
favorably to the 11'pcm2 256-Kb 6T CMOS cell, built in the same technology, which is
reported in [25], especially since the CSEA cell delivers twice the read current of that 6T
design.

5.1.2 Organization

The memory is organized as 16K words by 4 bits; internally the SRAM is divided into
four (4Kx4) banks, each with 64 rows and 256 columns. The local write qualification
gates and collector contacts occur every eight cells, since two qualification gates share a
vertical track and drive opposite local write word lines; with such an arrangement no

115



5.1.2 Organization

6.8 x 22.6 microns

N-Well / Collector

% P Diffusion

Base Read Word Line

| W .

Emitter

L

Local

Polysilicon

Vss

Contact

D Metal 1

Via

Global Write Word Line

Local Write Word Line

Read Write
Bit Lines
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bipolar transistor is more than four cells (aboyt®) away from a collector contact, and
with the buried layer under the collector and n-well regions the extra series collector resis-
tance is less than 100

A block diagram of the chip appears as Figure 5-3. The row decoders and word line driv-
ers are placed in the center of each memory bank to reduB€tihelay of the read word

line. The chip contains 4 sets of row decoders, but only two sets of column decoders
because vertically adjacent banks share the same decoders. While the independent row
decoders ensure that only one read word line is selected at any time, the shared column
decoders switch currents into four selected read bit lines both above and below the
decoder. The bit line reference devices and two-level cascoded sense amplifiers (see
Section 4.3) are on the opposite end of the bit line from the decoders, so there are parallel
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sensing paths on the top and bottom of the chip, which are multiplexed at the output

buffer. The address buffers and switched PMOS resistor selection drivers, as well as the
on-chip reference generators, are near the center of the die to minimize the propagation
delay of their signals to the decoders. Input write data and write enable signals enter the
chip from the left side and are converted to CMOS levels, while the read data output buff-

ers are at the right side; all data and address 1/0O occur using ECL 10K-style levels.
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Figure 5-3 16k 4 SRAM Organization

Both decoding paths utilize the same basic circuitry; pre-decoding address buffers drive
diode decoders with switched PMOS load resistors. The pull-down current for both row
and column decoders is switched between separate address line sets for the left and right
sides; thus, the two banks of row decoders on each side share address lines. The read word
line drivers are simple Darlington pairs with resistively-coupled shared static current dis-
charge, while the write word line driver uses the read word line value to convert to CMOS
swings and drive an active-low global write word line across the array to the local word
line qualification gates. The bit line drivers steer shared currents into eight read bit lines,
while releasing the reference devices that hold those bit lines high enough to prevent inac-
tive bit lines from injecting current into the sense network. On writes the bit drivers also
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send the converted input data onto the write bit lines while raising the column select input
to the write qualification gates.

Thecritical (i.e. slowest) access path through the read circuitry begins with a transition of
the most significant address bit, which selects between the left and right half of the mem-
ory. As shown in Figure 5-4, this address pin drives an ECL inverter that controls the dis-
charge current for the switched resistor selection sid&hkSelP). This path has the

largest delay because no other path needs two current switching stages to get to the decod-
ers. Furthermore, the critical path passes through the row decoders because the word lines
have more delay than the bit lines. Another path from the same address input drives a pre-
decoding address buffer to generate BlamkSelQ signal; this path is faster because it
requires only a single current switch delay.

5.1.3 Measured Results

A chip photomicrograph of the fabricated 16K memory appears as Figure 5-5; the fig-

ure is rotated 90 relative to Figure 5-3 to better fit the page. The die measures
6.0x4.4mm, although the active die including all routing occupies less thad.B.zm.

Of this 21.6-mnf active area, 54% is covered by the memory cells and write qualification
gates; the qualification gates add 16% to the array areas, including the area of the shared
collector contacts that would be required even without the gates. The chip is packaged in a
48-pin ceramic DIP. While this is certainly not a high-speed package, it simplifies test
board construction and provides access to internal reference signals for monitoring and
overpowering.

The fabricated chip contains two design flaws that required both laser and focused ion
beam repair. The first flaw, which results in the current source reference generator regulat-
ing at substantially higher current than desired is repaired by laser cutting a first metal
wire that links two devices in the generator; once this link is cut, the desired voltage can be
supplied from off-chip. The second flaw involves the selection signal for the output buffer
multiplexers. The chip incorrectly selects for output the data from the top sense amplifiers
when the selected word line is in a bottom array, and vice-versa. This error is repaired by
cutting the differential selection signal and re-routing it using both the sputtering and dep-
osition features of a focused-ion beam machine.

Due to problems with the write enable circuitry, the memory functions most reliably with
Vee—Vee = 5.5V, at this supply voltage the chip draws 320mA for a total power dissipa-
tion of 1.75W. At a case temperature of CQthe measured access time for a worst-case
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address transition, which switches between left and right banks, is 3.7ns. An oscillograph
of such a transition appears as Figure 5-6, with the output pin drivingxat&0dnination

to Vcc — 2V. Limitations in test equipment prevent accurate measurement of the write
pulse width and cycle times, but the memory writes reliably with pulses shorter than 4ns.
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5.2 Proposed 256K CSEA SRAM
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Figure 5-6 Oscillograph of Bank-switching Read Access

The measured results agree quite well with circuit simulation of the extracted chip layout
plus measured package parasitics. Simulated transient waveforms for critical nodes during
a worst-case access appear as Figure 5-7. The fabricated design provided invaluable feed-
back by proving the operation of the switched PMOS load decoders, the two-level cascode
sense amplifier, and the word line level converter. The design database from ## 16K
memory is also the starting point for the other designs, which use the same basic memory
array but change the peripheral circuits to achieve higher performance.

5.2 Proposed 256K CSEA SRAM

This section describes a 256K CSEA memory that extends the 64K design in straightfor-
ward ways. Except as noted below, the decoders and arrays are identical to the fabricated
design. A principal improvement is superior supply noise rejection provided by the sense
and cascode reference circuits of Section 4.3. The originak46Kemory uses reference
generators that do not track the supply sensitivities of the circuits that they control. The
access time is reduced by several means. First, the critical path is shortened by controlling
the BankSelP discharge current switch with an emitter follower-buffered version of the
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Figure 5-7 Simulated Switching Waveforms for ¥@kSRAM
input address, rather than the inverter-buffered version used above; circuit simulations
indicate an access time improvement of about 300ps. Because of increased design matu-
rity, the 256K memory has improved power partitioning to speed accesses. It also specifies
a two-level metal version of the process technology, which improves the parasitic bit line
wire resistance because the second metal layer in a two-level process is typically thicker
than second metal in a three-level process. Finally, the design specifies a more appropriate
package, so less time is lost in the package traces.

However, larger memories require longer wires, so it is important to ensure that the wires
do not slow the access. To achieve this goal, thexdd8RAM uses four sets of address
lines, so each set of lines goes to four row (or two column) decoders. In order to further
minimize the address line loading, the row decoders are moved to the area between arrays.
As shown in Figure 5-8, this allows a decoder to share its address wires with the decoder
in the adjacent bank. While it improves the address line switching, this organization

122



5.2.1 Results

Two-Level Cascoded | | Sense Amplifier — —
T T

4Kx4 Row
Memory Array

4Kx4

Memory Arra
Dec. Y 4

256
I

I
Column Decode |

[ Column Decode

Four 4Kx4
Memory Banks

I
Py

h d
[ Column Decode
|

4Kx4 4Kx4

Row
Dec.
|
A 4
[ Column Decode |
T
Row
Dec.

M Al M Al
emory Array Dec. emory Array
I I
[ Two-Level Cascoded | | Sense Amplifier }
Address ] Pre-decoding | Output Output | Data

Inputs ‘| Address Buffers | Select Buffer | Out

Four 4Kx4 Four 4Kx4
Memory Banks Memory Banks
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increases the delay of the read word line, since the Darlington driver sees the entire word
line resistance, rather than two half branches in parallel. To avoid this four times increase
in RCdelay, the proposed design splits the Darlington pair such that the final emitter fol-
lower is still in the center of each array. Because the cell layout of Figure 5-1 has room for
extra first metal tracks, the connection to complete the Darlington pair is simple.

Another place where long wires cause problems is in the two-level cascode sense network:
the RC delay in the second-level wire, which runs the length of the die, threatens to
increase the access time. This problem is reduced by splitting the wire in the middle and
replacing the second-level cascode device with a two-emitter transistor that connects to
each wire. While placing the top cascode device in the middle of the wire increases the
distance to the output pads versus the original arrangement, this path is lightly loaded and
driven by an emitter follower, so it remains quick.

5.2.1 Results

Figure 5-9 shows a circuit simulation of a worst-case bank-switching read access for the
64Kx4 CSEA design; a —300-mV/né=g noise pulse is placed 1.35ns after the input
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5.2.1 Results

transition so as to maximize the access penalty (note the similar di®pasaOut and
SenseRef). This access requires 0.2ns for input pad, level shifting, and buffering, 0.65ns
for selecting and driving the gates of the PMOS resistors, 0.6ns for pulling up the decoder,
the Darlington pair, and the read word line (to the bit line reference potential), 0.85ns for
accessing the CSEA cell and reducing the reference device’s current to 50% of the bit line
current, 0.6ns for the two-level cascoded senseamp, and 0.5ns for the output buffer and
50-Q output pad drive. This simulated design has a read access time of 3.4ns at a junction
temperature of AT, using 550-mV read word line swings and 2.3W of power. Thus, this
memory is four times larger than the 64K-bit memory and has a faster access time at a
very modest increase in power dissipation. The use of switched PMOS load diode decod-

ers limits the power increase, because adding decoder banks does not add much extra
power.

Bank Address OB Right Word Line
O—=©O Left BankSelP O—©0© Sense Data
O—Ha Right BankSelP O—H8 Sense Ref
OO Left Word Line ©—© Output Data

0.0 T ' T ' T ' T

Voltage (V)
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Figure 5-9 Simulated Switching Waveforms for 84KSRAM

124



5.3 A Synchronous 256K CSEA SRAM

5.3 A Synchronous 256K CSEA SRAM

This section investigates the use of the pulsed decoding and sensing techniques of Chap-
ters 3 and 4 to build faster CSEA memories. Limiting when signals may change allows the
circuits to begin each access in a reset state so that only active-going transitions are in the
critical path. Synchronous SRAMs are faster because these active transitions may be tuned
for high-speed operation without concern for the resetting (de-activating) transitions,
which are accomplished after the access by separate circuits. Since the resetting circuits
require power in addition to the active-path circuits, it is crucial to reduce this power con-
sumption to make ECL-style synchronous memories practical. The pulsed circuits of this
thesis provide the required power savings.

The 4Kx64 memory uses the basic organization depicted in Figure 5-10. The emitter fol-
lower input buffers drive the input addresses to the center of the die, where the pulsed
address buffers of Section 3.5.3 generate true and complemented global address lines.
Separate bank select decoders (Section 3.5.4) simultaneously generate the per-bank
BankSelP andBankSelQ signals. At the quadrant level, wired-or gates BiéimkSelQ-

pulsed current sources drive the pre-decoded local address lines to the row and column
NORdecoders. The pulsed row decoder raises the selected read word line while the pulsed
column decoder activates the read bit line current and raises the s@gcirdRef.

Finally, the sensed bit line current is multiplexed via a single-level cascode network to a
shared sense amplifier, where the sensed voltage is compared to a reference generated via
replica bit lines on the selected word line (as in Section 4.3.1).

This synchronous access path delivers impressive performance. The delay f@m the
signal, which activates the pulsed address buffers, to the crossing of the sensed data and
reference signals is only 1.7ns. This compares very favorably with the 2.7-ns delay for the
same stages of the asynchronous $4kKdesign above. Including the input and output
buffering, simulations indicate that the synchronous design requires less than 2.5ns, which
is an improvement of about 25% over the 3.4-ns asynchronous one.

The power dissipation of the pulsed ECL circuits of this memory increases with both the
pulse width and the frequency of the current source selection signals. Circuit simulations
indicate that a conservative pulse width for this design is 1ns. The pulsed discharge sig-
nals for the active-low global and local address lines anBah&SelP lines do not need
current to keep the signals low, so they could use shorter pulses. With approximately 1-ns
selection pulses, the current for the major blocks of the synchronous SRAM varies as
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Figure 5-10 Pulsed Address Line Routing

shown In Table 5-1. The static current of the chip is estimated at around 400mA. This cur-
rent is used both by traditional static current sources and the leakage currents of the pulsed
current sources. If all functional blocks were simultaneously active, the pulsed current
sources would use almost 300mA more current. However, the access path uses selection
signals that are delayed relative to one another such that not all blocks are active at once.
The average current at cycle times of 2.5 and 5ns is also displayed in the table. At 5-ns
cycles, the synchronous memory dissipates about the same amount as the asynchronous
one, while delivering significantly faster access.
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Table 5-1 4k 64 SRAM Power Variation

5.4 Summary

Functional Currents (mA) Average at Cycle Time

Block Static Peak 2.5ns 5ns
References 20 0 20 20
Input Buffers 25 0 25 25
Address Buffers 10 60 34 22
Bank Select Decoder 45 0 45 45
Switched Resistor Decodé 7 55 29 18
Quadrant Drivers 110 25 120 115
Row & Column Decoders 55 45 73 64
Word Line Discharge 60 20 68 64
Bit Line Currents 40 30 52 46
Sense Amplifiers 40 50 60 50
Totals 412 285 526 469
Power (Watts @ 5.2V) 2.1 1.5 2.7 2.4

The preceding analysis does not include the power required to drive the data signals off
the memory chip, since SRAMs that are 64-bits wide are most useful for applications
desiring very high-bandwidth on-chip memories. The SRAM described here achieves
3.2GBytes/s memory bandwidth at a cycle time of 2.5ns while dissipating 2.7W. This per-
formance compares very well even with memories designed in more advanced CMOS and
BiCMOS process technologies. The power dissipation is much lower than the 15-W 256K
0.54um BICMOS design of [5] that has an access time, neglecting the input and output
drivers, of 1.5ns. Our 0.8m pulsed memory (without it®© drivers) is only about 0.5ns
slower. Both the access time and power dissipation are superior to the 3.5-W 3.8-ns 512K
pipelined CMOS memory of [13].

5.4 Summary

This chapter has shown some of the potential offered by the techniques of this thesis to
produce very fast BICMOS SRAMs that have large capacity and reasonable power dissi-
pation. The increasing sophistication and design maturity of the techniques is illustrated
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5.4 Summary

by Table 5-2, which compares the three memory designs of this chapter. The table demon-
strates how the overall memory performance may be substantially improved by paying
careful attention to the peripheral circuits, which occupy little area but consume most of
the delay and power of an SRAM.

Table 5-2 SRAM Performance Comparison

Capacity 64K 256K 256K
Organization 16K x 4 64K x 4 4K x 64
Access Type Static Static Pulsed

Asynchronous Asynchronous Synchronous
Access Time 3.8ns Measured 3.4ns Simulated 2.5ns Simulated
Power 1.75W 2.3W 2.4W (200MHz)
Technology 0.84m BICMOS  0.8ym BICMOS  0.8im BiCMOS
Cell Type CSEA CSEA CSEA
Array Organization 64 Rows x 64 Rows x 64 Rows x

256 Columns 256 Columns 256 Columns
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Chapter 6 Conclusion

Chapter 6

Conclusion

This thesis examines the question, “How can one effectively use BICMOS fabrication
technologies to construct extremely-fast SRAMs that deliver high memory capacity and
reasonable power dissipation?” The simplest answer to this question is to use each transis-
tor type for the tasks they are best suited: low-swing bipolar peripheral circuits for fast
switching and full-swing CMOS memory cells for low power. However, such an answer
ignores the significant gains that can be achieved by a more integrated approach — one
that mixes transistor types within individual circuits to obtain superior performance.

Chapter 3 applies this hybrid approach to the problem of fast address decoding. While
low-swing bipolar circuits have traditionally provided the required speed, their power dis-
sipation is too high for many high-capacity memories. Replacing the resistive load ele-
ment in such circuits with a variable-resistance load built from a switched PMOS
transistor allows the circuit to go into a reduced-power standby mode without affecting the
output voltage. The chapter showed how the switched PMOS load improves the power
dissipation of decoders based on di@d¢D gates. FONOR decoders, the PMOS load

was combined with a new BICMOS pulsed current source to produce an ECL gate that has
a low-power mode. Because both the PMOS load and the pulsed current source are con-
trolled by low-swing signals, the gates can be selectively powered up without added delay.
The pulsed gates therefore save power both by only powering up for a limited fraction of
the access cycle and by only requiring activation of one bank of decoders at once. The
pulsed current source relies on a special negative supply voltage, which is supplied by a
new Vgggenerator that uses the memory array capacitance to supply the varying current
requirements of the pulsed sources.

Achieving fast and robust sensing and writing of the hybrid CSEA memory cell was the
topic of Chapter 4. The low-swing read word line of the CSEA cell eases the amplification
requirements of the row decoder, but the single-ended read and write ports cause problems
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6.1 Future Work

for rapid sensing and writing. Here also a mix of MOS and bipolar transistors provides a
high-performance solution. New pulsed sensing circuits dramatically reduce the sense
delay by effectively beginning the access with the bit line midway between its zero and
one levels. Furthermore, replica bit lines allow pseudo-differential sensing and careful
attention to noise coupling in the design of cascode references improve the sense margins.
In order to achieve rapid writes through a single NMOS access transistor, this thesis advo-
cates a local write qualification gate, based on the local word line driver from CMOS
SRAMSs, which guarantees that only cells that are to be written have a selected write word
line. Without the constraint that the access device not write selected cells on unselected bit
lines, the cell transistor ratios can be relaxed to both minimize the cell area and the write
time. The large-swing write signals are generated by a new level converter that dissipates
no power when converting zero, so it may be efficiently integrated with the read word line
driver to avoid a dedicated write decoder while maintaining low power dissipation. This
same converter is very useful for rapidly discharging the pulsed word lines of Chapter 3.

Finally, Chapter 5 describes three CSEA SRAM designs that incorporate the concepts of
this thesis. A fabricated 3.8-ns 184 CSEA memory is compared to two more-advanced
256Kb SRAMs in the same 018n technology. One, a 644 extension of the fabricated
prototype, is estimated to access in 3.4ns. The other design is a pulsed synchronous
4Kx64 memory that should achieve 2.5-ns access while dissipating about the same power
(2.4W) as the 64K4 memory. While these results are impressive, we believe that there is
significantly more performance waiting to be discovered.

6.1 Future Work

Several significant avenues exist for continuing this work. One need is a concrete physical
validation of the pulsed decoder and sensing structures, as well as their support circuits.
An excellent option would be the fabrication of thex84 design, for building and testing

the “real thing” would answer many questions about these techniques in undisputable
ways.

A substantial opportunity for research exists in trying to effectively apply the pulsed cir-
cuits to general-purpose logic challenges such as microprocessor datapath design. The
potential for significant power savings is very high, since such datapaths tend to have par-
allel functional units of which only one is active at once; thus fast low-swing circuits
could be readily used at reasonable power if the active units can be selectively powered
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6.1 Future Work

up. A key challenge here is to handle the complex interactions between pulsed signals in
datapaths, which tend not to have as nicely matched delays between signal paths as mem-
ories. Good solutions to this problem will require careful considerations of the interactions
between microarchitectural and circuit issues to maximize the resulting system-level per-
formance.

Finally, the impact of continued device scaling on the feasibility of BICMOS technology
should be addressed. While ECL-style BICMOS circuits have survived the transition to
3.3-V power supplies, it is difficult to imagine useful bipolar-intensive circuits on chips
whose power supplies differ by less than Wgg. Since it seems clear that the increasing
emphasis on very low-power systems for portable applications will force supply voltages
down more quickly than would normal device scaling considerations, it is likely that spe-
cial low-voltage process technologies will be required. BICMOS does not have a future at
supplies below one volt. However, there will still be systems that plug into the wall and
that require higher switching speeds than the low-voltage technologies can provide.
BiCMOS technology may prove useful for these applications, due to the faster switching
speed of low-swing bipolar circuitry. Constructing new circuit families that can continue
to provide this advantage as the power supplies continue to shrink will be very challeng-

ing.
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